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Effects of Student Response System in University Foundation Courses 

Dissertation Abstract – Idaho State University (2021) 

 
Classroom technology has become an integral part of the life of students in the 21st century. 

Students get to be active learners when interactive technologies are utilized in the classroom. 

The purpose of this research was to expand current research and perform quantitative 

analysis on student response system use considering relevant measures of the factors 

including participation and attendance whether they have significant impact on learner’s 

performance based on final course grades, controlling for age, gender, state residency, and 

admission index. Student academic performance as measured by final grades, was compared 

between the experimental and control groups. Overall findings show there was a significant 

difference between students who used student response system and students who did not use 

student response system. A series of regression analyses was conducted, and six models of 

regression analyses were employed. In particular, the results revealed there was statistically 

significant difference in final grades controlling for student response system, admission 

index, gender, residency, and participation. While gender, favoring female students was the 

highest predictor for four regression models, students who participated indicated with 1 z-

score unit increase in student’s participation score would boost their final grades by 1.3 

percent. 
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CHAPTER I: Introduction 

 

The student response system (SRS) is one of the technologies that receives a great deal 

of attention across levels of education for both large and small classrooms (Baumann et al., 

2015; Blasco-Arcas et al., 2013; Bojinova & Oigara, 2013; Brady et al., 2013; Bruff, 2009; 

Buil et al., 2016; Caldwell, 2007; Heaslip et al., 2014; Fuad et al., 2018; Hodges et al., 2017; 

Keough, 2012; Kortemeyer, 2016; Lee, et al., 2015; Powell et al., 2011; Rana & Dwivedi, 

2017; Sarvary & Gifford, 2017; Stagg & Lane, 2010; Stines-Chaumeil et al., 2019; Smith, et 

al., 2011; Tlhoaele et al., 2014; Unal, et al., 2018). Clickers have different names depending on 

the vendors or users. 

For the sake of simplicity and consistency, the term “Student Response System” and 

all categories of clicker-based technologies refers to the same clicker principle used in 

the classroom for polling. 

Several studies on SRS can provide teachers an opportunity to improve pedagogy and 

promote student learning that is applicable to all classroom settings (Armbruster et al., 2009; 

Baumann et al., 2015; Bonwell & Eison, 1991; Heflin et al., 2016; Liu et al., 2017; Mayer, 

2001) and enable students to easily interact and communicate with their classmates (Cheon et 

al., 2012; Addison et al., 2009). The use of SRS brought some changes to curriculum design 

and teaching delivery as instructors adopt fundamental ways in improving pedagogical 

practices and teaching (Baumann et al., 2015; Dallaire, 2011). 

Many instructors adopted SRS for different reasons across different disciplines 

(Osterman, 2008) like economics (Bojinova & Oigara, 2013; Buil et al., 2016; Camacho-

Miñano & Del Campo, 2016), engineering (Donahue, 2014), language (Garatti, 2013); legal 

studies (Park & Farag, 2015), medical and allied (Sebelego, 2019); neurosciences (Sarvary & 

Gifford, 2017); 
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nursing (Lin, 2015; Toothaker, 2018), philosophy (Yu & Yu, 2017), physical sciences (Balta & 

Tzafilkou, 2019; Hodges et al., 2017; Mazur, 1997), and psychology (Egelandsdal & Krumsvik, 

2017; Landrum, 2013). They use SRS to administer quizzes, check students’ comprehension of 

material, pose conceptual questions, and take attendance. The use of SRS in classrooms may 

give students who typically were reluctant to raise their hands an opportunity to participate (King 

& Joshi, 2008; Stowell et al., 2010; Ulbig & Noltman, 2012), increase participation from women 

(Niemeyer & Zewail-Foote, 2018) and reduce cultural barriers (Williamson Sprague & Dahl, 

2010). 

Problem Statement 

 

Given the amount of research suggesting the beneficial use of SRS across levels of 

education (Mayer et al., 2009; Sevian & Robinson, 2011; Smith et al., 2011), instructors of large 

classes find ways to augment their lecture style format and devote time to engage their students 

in discussion, hands-on activities, and active learning activities (Cuseo, 2007, Dean, et al., 2016; 

Exeter et al., 2010; McDonald, 2013; Mulryan-Kyne, 2010). Large lecture courses present 

significant challenges related to issues of distraction and engagement. Students perceived 

lecture-style delivery to be didactic and impersonal as it involved one-way delivery of content 

from the instructor to the students (White, 2006). According to Trees and Jackson (2007), large 

lecture classes can pose challenges to student learning because they (1) limit opportunity to 

practice activities that promote higher-order learning, (2) limit instructors’ opportunity to provide 

feedback, (3) limit opportunities for student engagement, (4) promote an expectation that 

students are passive learners, (5) reduce students’ sense of responsibility for interacting in class, 

and finally (6) create a reluctance to participate and speak in class. 
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With the dramatic increase in available educational applications and technologies that has 

been documented since the year 2000 (Ng & Nicholas, 2013), students are the driving force in 

adopting technologies in higher education (Dahlstrom, 2012). The current generation of students, 

sometimes called the Net Gen (Tapscott, 2009) has grown up in an environment in which they 

are constantly exposed to digital technology. “Millenials assimilated technology because they 

grew up with it...[People today have an a]ttention span that is very short and generally broken in 

10 to 15 minute content blocks and supported by multimedia audio and visual components” 

(McNeill, 2011, p. 3). According to Robinson (2007), “students who have grown up being 

entertained present particular challenges to teachers” (p. 12). Furthermore, Liu and Taylor (2013) 

argued “the problems associated with this misalignment of teacher and student expectations were 

further compounded by the prevalence of very large classes” (p. 154). Therefore, working in 

large classrooms can result in student disengagement (White, 2006; Walker et al., 2008; Liu & 

Taylor, 2013). To avoid these challenges of misalignments and reengaging students, Robinson 

(2007) suggested to create a more learner-focused classrooms for Millennials. Similarly, 

Carnaghan, et.al (2011) recommended for instructors to prepare early and be flexible while 

gaining familiarity with the SRS technology before implement grading policy. 

Furthermore, little research is available about the relationships between SRS use, 

participation, attendance, and performance in UF classes in this Institution. The empirical studies 

are needed provide evidence on the effectiveness of SRS to promote classroom participation and 

attendance, and improve student learning as indicated by performance. 

Purpose of the Study 

 

The purpose of this study was to expand current research and perform quantitative 

analysis on SRS use considering relevant measures of the factors including participation and 
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attendance whether they have significant impact on learner’s performance based on final course 

grades, controlling for age, gender, state residency, and admission index. 

Operational Definitions 

 

Admissions index is a matrix that analyzes applicants admissibility based on a combination of 

high school GPA and SAT/ACT scores. 

Age means the subject’s age. 

 

Attendance is a record of how often a student goes to classes. 

 

Control group consists of students enrolled in UF courses where instructors used traditional 

lecture format and did not get the intervention. 

Demographic variables relevant to this research are Age and Gender. 

Dependent variable measured for this study is the UFs final course grades. 

Experimental group consists of students enrolled in UF course where instructors used SRS. 

 

Final grade is defined as earning a letter grade of A through F. For UF classes, students must 

earn at least a C- or better on an ABCDF grading scale and are required to pass the 

course. 

Gender means the subject’s gender. 

 

Independent variables relevant to this research included Age, Gender, Admission Index, State 

Residency, Participation, and Attendance. 

Intervention means applying specific treatment or SRS to the experimental group. 

 

Participation was measured with points awarded to students who attended and polled during 

lecture. To earn the session participation points, students must respond to a certain 

percentage of questions in a session. Depending upon the total number of questions, 

iClicker Cloud automatically calculated the minimum number of responses needed. For 
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the control group, participation was measured with points awarded in any discussion 

activities. 

State Residency is based on information provided on the student’s application for admission. 

 

UF courses introduce students to college-level critical inquiry and focus on foundational 

historical and cultural context, transferable concepts, or big ideas that are of clear value to 

any educated person, regardless of major or future career. 

Research Questions 

 

The research questions for this study are: 

 

1. To what extent there is a difference in student academic performance between 

experimental and control groups in UF 100 classes? (e.g., final course grades, attendance, 

and participation)? 

2. To what extent there is a difference in SRS use by student demographics in UF 100 

classes? 

Theoretical Framework 

 

The theoretical framework guiding this study is based on the generative theory of 

learning. Wittrock’s (1974) learning theory suggested that learning involves actively organizing 

and integrating new ideas into the existing knowledge structures. The focus of learning was to 

generate association to newly acquired information to increase understanding of the instructional 

concept. According to Wittrock (1992), the generative theory of learning involved four concepts 

that can be applied in instructional methods in the classroom: attention, motivation, knowledge 

and preconceptions, and generation. It encourages full immersion in the learning experience, so 

learners may develop strategies to solve problems or scenarios. The use of SRS leads to more 

interaction between students and teachers, and among peers when instructors use polling and 
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questioning methods that enhance engagement, which can lead to improved student performance. 

The use of SRS also promotes active learning that asks students to connect new information with 

their prior knowledge, foster higher-level thinking, and extend their understanding. Furthermore, 

to foster the generative learning process, instructors may engage students by asking relevant 

questions, asking students to teach other peers, and asking students to make self-explanations 

(Clark & Mayer, 2016). Similarly, the use of SRS serves as a tool for instructors in prompting 

students, encouraging them to describe their concepts, and challenging their opinions. 

Assumptions 

 

There were several basic assumptions in this study. All UF instructors had ample training 

and technical support in using SRS in the classroom as they had one-on-one consultations with 

the researcher. Both the experimental group and the control group had the equivalent average 

academic ability level. The students did not cheat during polling, in which it would skew the 

participation scores. Students learned equally regardless of their meeting times for three 50- 

minute sessions per week, 2 plenary/lecture sessions and 1 discussion group and two 75-minute 

sessions, with 1 plenary/lecture and 1 discussion group. There could be any difference in student 

performance depending on the subject/topic of the class as students were in the nearly the same 

size classes. 

Significance of the Study 

 

The UF classes each study different topics or themes and must be taken by every new 

first year student regardless of their area of discipline or major. The topics, themes, and learning 

outcomes are varied: writing; oral communication; critical inquiry; innovation and teamwork; 

ethics; diversity and internationalization; quantitative reasoning and mathematics; natural, 

physical, and applied sciences (University Foundations, 2020). The research sites librarians who 
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developed an information literacy curriculum that was aligned with the UF’s learning outcomes, 

incorporating a Project Oriented Guided Inquiry Method (POGIL) and active, team-based 

learning (Moore et al., 2015). 

The study will provide information on what is and is not significant at both the micro and 

macro level. At the micro level, the results will assist the researcher to help instructors at the UF 

program to devise teaching and learning mechanisms in the classroom with a student-centered 

active learning technique like POGIL that is aligned with the UF’s learning outcomes. Secondly, 

the study will add value to the literature published on this topic. Thirdly, the results will assist 

administration, Learning Technology Solutions (LTS) department, and UF program coordinators 

in determining if an enterprise license will benefit future student learning. 

At the macro level, the study will contribute to the existing research on the effects of SRS 

in a large enrollment class across academic disciplines as this study includes students from a 

variety of disciplines. Secondly, the results may provide knowledge to instructors or practitioners 

in adopting SRS as an active learning tool, so that instructors or practitioners may be in a better 

position getting students involved in the classroom. Thirdly, this study will fill the gap by 

providing evidence on the impact of SRS used in UF classes. 

Researcher Positionality 

 

LTS is an organizational unit within the Office of Information Technology and provides 

coordination, management, advanced technical support, and faculty consultation. They support 

instructional technology environments like Blackboard Learning Management System, Course 

Evaluation System, iClicker Cloud, Panopto, Review+, Qualtrics, and Zoom. The researcher is a 

member of LTS, product owner of iClicker Cloud and Course Evaluation System, and has 
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administrator’s access to the supported technology at the Institution. The researcher declared no 

potential conflicts of interest with respect to the research for this dissertation. 
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CHAPTER II: Literature Review 
 

Introduction 

 

Studies spanning many years have pointed to the effects of SRS on student engagement 

(Crossgrove & Curran, 2008; Dallaire, 2011; Frick et al., 2020; MacGeorge et al., 2008; Stevens 

et al., 2017), performance (Blasco-Arcas et al., 2013; Buil et al., 2016; Dallaire, 2011, Kaleta & 

Joosten, 2007; Morling et al., 2008; Poirier & Feldman, 2007; Powell et al., 2011; Preszler et al., 

2006; Salmonson et al., 2009; Stines-Chaumeil et al., 2019; Ueltschy, 2001; Yoder & Hochevar, 

2005), participation (Dallimore et al., 2010; Frick et al., 2020; Guthrie & Carlin, 2004; Oigara & 

Keengwe, 2013; Ueltschy, 2001; Young, 2010), and attendance (Kenwright, 2009; Nelson & 

Hauck, 2008; MacGeorge et al., 2008; Robinson, 2006) in both large (Cooper et al., 2018; Felce; 

2007; Gauci et al., 2009; Guardia, et al., 2019; Trees & Jackson, 2007; Woelk, 2008) and small 

classes (Flosason et al., 2015; Khan et al. (2019); Lopez-Quintero et al., 2016; Oigara & 

Keengwe, 2013; Smith et al., 2011; Todd & Kristin, 2016) across higher education. This chapter 

also presents research on student participation, attendance, active learning, cognitive load theory, 

gender differences, and impediments to use of SRS in the classroom. 

Research on SRS 

 

Previous studies have been published on various aspects of SRS use. These included 

theory and general techniques of use (Buhay, 2010; Cain & Robinson, 2008; Draper & Brown, 

2004; FitzPatrick et al., 2011; Mazur, 1997) and perceived benefits of SRS on student and 

teacher’s perception (Bojinova & Oigara, 2013; Buil, et al., 2016; Keough; 2012; Mayer et al., 

2009; Tlhoaele et al., 2014). Research indicates that learners benefited from the learning process 

when they are actively engaged (Bloom, 1984; Bojinova & Oigara, 2013). 
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Poirier and Feldman (2007) found using clickers revealed students performed significantly 

better than students in the traditional course. Stagg and Lane (2010) found that SRS increased in 

student engagement, satisfaction, feedback, and perception of use and reported use of clicker 

improved their final grade. Powell et al. (2011) found evidence suggested for increased academic 

achievement, measured by final grades when comparing clicker and non-clicker groups. Anthis 

(2011) found there was no significant difference in exams that used SRS. Elicker and McConnell 

(2011) indicated there was no differences in learning across groups and no significant relationships 

when using average performance as well as individual performance on exams. Fallon & Forrest 

(2011) found students using clickers did not generally enhance test performance or reduce anxiety. 

Keough (2012) found students exposed to clickers out-performed non-clicker students in academic 

performance before SRS was introduced. Fortner-Wood et al. (2013) found no significant effect on 

grades for students in developmental psychology class. 

However, there was significant difference in student engagement with measure of engagement, 

ratings of experience, and attendance. Sutherlin et al. (2013) indicated that there was no significant 

increase in student appreciation of clicker use in classroom instruction for all four studies. The 

study also indicated that there was no evidence that clicker usage played a significant role in 

predicting student achievement in university science classes. Bojinova and Oigara (2013) found 

there was increased in student participation and engagement and reported better performance in 

clicker group. Blasco-Arcas et al. (2013) indicated that use of clickers led to more interactivity 

between students and teachers, which led to increased peer to peer engagement and improved 

student learning performance. Brady et al. (2013) indicated that there was statistically significant 

differences in metacognition and performance outcomes for summer cohorts. However, the results 

indicated that metacognitive processes for the fall experimental 
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group was significant from the fall low-technology group, and the quantitative findings on 

metacognition seemed to be inconsistent. Furthermore, the overall study indicated the performance 

outcomes for both groups demonstrated that response systems may influence metacognition and a 

high degree of significance for performance outcomes when clickers are used. Heaslip et al. (2014) 

indicated the overall individual and overall participation showed that interactivity increased during 

mid-tests and post-tests. Tlhoaele et al. (2014) found clickers had a significant impact on students’ 

performance as compared to more traditional lectures when interactive engagement activities are 

included. Baumann et al. (2015) indicated that students’ attitudes toward clicker devices and their 

perception of their efficacy had a significant effect and found clickers had positive effects on grade 

outcomes. Fuad et al. (2018) indicated 97% of students were able to achieve a grade of B or higher 

using mobile-based visual and interactive problem-solving paired with SRS. Stines-Chaumeil et al. 

(2019) indicated that students’ exam scores improved, and failure rates decreased with the use of 

clickers in the enzymology class. 

Student Participation 

 

Participation is defined as taking part in classroom activity, homework, discussion 

sessions, and active learning process (Reschly & Christenson, 2006; Unal et al., 2018). 

According to Young (2010), student engagement comprises of student’s affective, behavioral, and 

cognitive involvement as faculty creates learning activities that impacts students’ levels of 

engagement. “Participation could thus also be seen as one facet of student engagement” 

(Carnaghan et al., 2011, p. 272). Engaged students have a high level of involvement that leads 

them to prepare themselves better for the class, pay more attention, take good notes, think and be 

able to recall material from previous lectures (Caldwell, 2007). 
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Similarly, Astin (1999) defined that “student involvement refers to the amount of 

physical and psychological energy that the student devotes to the academic experience” (p. 518). 

Astin clearly emphasized that involvement implied a behavioral involvement; it was what the 

individual did, not so much about what the individual felt or thought. 

Astin’s (1999) developmental theory of study involvement is rooted in a study theory of 

college persistence and concluded that the factors contributing to persistence are related to the 

degree of student’s direct involvement in their academic experience. Therefore, Astin argued that 

the theory of involvement emphasizes active participation of the student in the learning process. 

According to Baumann et al. (2015), “the literature on clicker usage suggests that their 

incorporation into large-enrollment courses will have positive effects to students engagement and 

may increase performance in the class” (p. 251). Similarly, Bojinova and Oigara (2013) indicates 

that SRS has perceived benefits including “greater student engagement, increased student 

interest, and heightened discussion and interactivity” (p. 155); Landrum (2013) found evidence 

that students participate more often in a course. Furthermore, Stines-Chaumeil et al. (2019) 

reported that clicker use is an effective tool in a large group and it “increased student 

engagement, enhanced motivation and participation, and greater satisfaction with the course” (p. 

568). However, Chaudhury (2011) believes that “questioning technique alone when integrated 

into lecture was not so effective” (p. 17) as the seamless integration of clicker questions. Park 

and Farag (2015) argue that getting students to raise their hands and ask questions can be 

problematic. The study found students were unlikely to want to verbally participate in answering 

questions, but the use of questioning in a lecture-style class can be very beneficial (Katz et al., 

2017, p. 26), and it allowed student interaction with instructors and each other. Therefore, using 

SRS can offer an excellent opportunity for students who are shy and uncomfortable participating 
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in class discussion. Moreover, it gave students the opportunity to pay attention and interact 

(Burnham et al., 2017; Macmillan, 2018; Masikunis et al., 2009) with peers to stimulate 

discussion and engage in the lesson (Dallaire, 2011; Hwang et al., 2015). 

Attendance 

 

Research on attendance has been widely cited and demonstrates a significant positive 

correlation between attendance and performance (Boscardin & Penuel, 2012; Burnham et al., 

2017; Durden & Ellis, 1995; Evans, 2012; Lamdin 1996; Romer, 1993; Trees & Jackson, 2007). 

Stanca (2006) suggested that the effect of unobservable factors correlated to attendance should 

be accounted for, such as ability, motivation, and effort. However, research investigating the role 

of attendance as a distinct factor on academic performance identified that attendance had an 

independent effect on degree outcome (Burd & Hodgson, 2006; Colby, 2005; Marburger, 2001; 

Newman-Ford et al., 2008; Woodfield et al., 2006). Moreover, Crede et al.’s (2010) meta- 

analytic study primarily examined the relationship between class attendance in college and 

college grades. They suggest if class attendance exhibited a strong relationship with the grades 

attained in class and may result in policy changes, the use of clickers may “substantially ease the 

burden of collecting attendance data” (p. 273). 

Instructors who implemented clicker technology have reported a dramatic increase in 

attendance (Boscardin & Penuel, 2012; Burnham et al., 2017; Carnaghan et al., 2011; Dallaire, 

2011; Landrum, 2013; Lincoln, 2009); they attribute these findings to increased student 

participation. Similarly, instructors who implemented interactive lectures with clicker technology 

have reported in increase in student participation and attendance, which led to an overall 

improvement in grades (Burnham et al. (2017); Evans (2012); and Khan et al. 2019; Trees and 

Jackson, 2007). 
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Active Learning 

 

Active learning is defined as a “result of a deliberate and conscious attempt on the part of 

a teacher to cause students to participate overtly in a lesson” (Pratton & Hales, 1986, p. 211). 

This type of learning is based on Piaget’s (1973) theory of cognitive constructivism, which 

posited that people learn by actively constructing new knowledge and from Vygotsky’s (1978) 

theory of social constructivism, which posited that learners construct or interpret their own 

experiences through the help of the instructor or peers that can lead to learning. 

Jonassen (1999) argued that “constructivist conceptions of learning, assumed that 

knowledge is individually constructed and socially co-constructed by learners based on their 

interpretation of experience in the world. Because knowledge cannot be transmitted, instructions 

should consist of experiences that facilitate knowledge construction” (p. 217). The constructivist 

view of learning presents a model for designing active learning that engages students in the 

classroom and breaks up tedium of lecture and passive venues (Mayer, 2004). Green and Repetti 

(2015) argue that “social constructivist learning theory has led to peer-to-peer and learner- 

centered learning. Interactivity was essential as part of the active learning class design” (p. 173). 

In the recent decade, college educators have increasingly begun to consider implementing 

classroom instructions that are more interactive (Lambert, 2012; Rimer, 2009; Shapiro, 2017). 

As more educators seek to integrate activities designed to involve active engagement of students, 

 

With the use of SRS, Bojinova and Oigara (2013) suggested the use of SRS can offer 

educators a way to employ active learning in the classroom that “enabled the instructor to gauge 

students’ understanding, and respond according to the class needs” (p. 154). Furthermore, the use 

of SRS can provide information for instructors before moving to a new topic (Stuart et al., 2004; 

Unal, 2018; Yourstone, 2008). Based on the clicker responses in class, students moved from 
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passive participants to active learners and can “discuss their own experiences in the context of 

the class” (Stagg & Lane, 2010). Moreover, the use of clickers can be used as a method for 

conveying information and asking increasingly difficult questions that might offer an excellent 

opportunity for students to engage with their peers and further discuss questions or responses, 

which generally allow students to learn from other students or the instructor (Park and Farag, 

2015). 

Cognitive Load Theory 

 

While prior studies provide evidence to support that clickers were easy to use (Lincoln, 

2009; MacArthur & Jones, 2008; Stagg & Lane, 2010; Trees & Jackson, 2007), DeBourgh 

(2007) suggests both cognitive and application goals should be considered in each classroom 

clicker session by including learning goals. Van Merriënboer and Ayres (2005) stated that the 

“cognitive load theory (CLT) has become an established theory in the field of learning and 

instruction” (p. 5) where more applications of CLT have emerged to offer new insights to 

instructional practices and designs. According to Paas et al. (2010), “CLT was concerned with 

the learning of complex cognitive tasks, in which learners were often overwhelmed by the 

number of interactive information elements that need to be processed simultaneously before 

meaningful learning can commence” (p. 116). Furthermore, the impact of technology that 

hinders learning rather than promoting and improving it can “overload the mind’s capacity for 

processing information” (Sorden, 2005, p. 265). Therefore, improving students’ critical thinking 

requires significant understanding of human cognitive architecture and learning processes. 

Schemas are significant to Cognitive Load Theory. Van Merriënboer and Ayres (2005) 

stated that “although cognitive schemas were stored, and long-term memory and novel 

information must be processed in working memory” (p. 6). Similarly, according to Wong et al. 
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(2012), “instructional designs that did not aim to alter long-term memory and which ignored 

working memory limitations when processing novel information were unlikely to be effective” 

(p. 450). One of the goals of CLT-based instruction is not to overload the learners’ working 

memory when materials are presented (Paas et al., 2010). The primary purpose of instruction is 

to construct schema in the long-term memory (Wong et al., 2012) that enhances learning 

objectives. Thus, creating unnecessary activities that hindered learning is an important rule to be 

avoided in any form of instruction (Sorden, 2005). 

According to Sweller et al. (2019), CLT identified three broad categories of cognitive 

 

load: 

 

The first, intrinsic cognitive load, referred to the complexity of the information being 

processed and was related to the concept of element interactivity. The second type, 

extrinsic cognitive load, is (sic.) not determined by the intrinsic complexity of the 

information but rather, how the information is presented and what the learner is required 

to do by the instructional procedure. Unlike intrinsic cognitive load, it can be changed by 

changing instructional procedures. The third type of cognitive load, germane cognitive 

load, was defined as the cognitive load required to learn, which refers to the working 

memory resources that are devoted to dealing with intrinsic cognitive load rather than 

extrinsic cognitive load. (p. 264-265) 

As an example, more experienced learners are able to interact between the nature of the 

materials being learned and process a higher level of expertise, and not be overloaded by their 

capacity when compared to novice learners. The more experienced learners are, the more they 

have developed their cognitive schema. By understanding intrinsic cognitive load, it may reduce 

extraneous cognitive load that may have negative effects on learning and can interfere with the 
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forming or organizing of schemas. In turn, reduction in extraneous cognitive load increases 

germane load. Therefore, it might heighten learning efficiencies and optimize learning and 

teaching process (Yu et al., 2014). The implication for clicker adoption in lectures, therefore, 

was to provide students opportunity to identify parallels and draw differences when presenting 

clicker questions including better pacing of materials (Jensen et al., 2009). Furthermore, Yu et 

al., (2014) reported that participants using clickers revealed significantly lower cognitive loads 

when compared to multimedia participants. 

Gender Differences 

 

Numerous studies have investigated the role of gender in computer-related behavior, 

attitude, and use (AAUW, 2000; Hilao & Wichadee, 2017; Kang et al., 2012; Kay, 2008; King & 

Joshi, 2008; Muhanna & Abu-Al-Sha’r, 2009; Niemeyer & Zewail-Foote, 2018; Whitley, 1997). 

Some studies have indicated roughly 30 to 50% differences in computer attitude, ability, and use 

that favored males (AAUW, 2000; Kay, 2008; Whitley, 1997). Another study on the attitude of 

mobile learning indicated male students positively appreciated using cell phone in learning 

environment (Muhanna & Abu-Al-Sha’r, 2009). A recent study found there was no significant 

impact between men and women in their attitudes towards using mobile phones in the learning 

environment (Liu, 2020). 

Previous studies about gender differences suggests that women have a lower comfort 

level with technology (Chen, 1986; King & Joshi, 2008; Popovich et al, 2008; Shashaani, 1994). 

According to King and Joshi (2008), these studies are generally attributed to the relative amount 

of time each gender spent with using computers. Popovich et al. (2008) examined the gender 

differences and compared attitudes of undergraduates toward the use of computer. Furthermore, 
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they reported the overall attitude of students toward the use of computer was relative to the 

amount spent and the number of computer classes taken. 

Some research investigated gender differences in attitude toward SRS (Kang et al., 2012; 

Kay, 2008; King & Joshi, 2008; Niemeyer & Zewail-Foote, 2018). Although SRS are widely 

adopted (Gibbons et al., 2017; MacGeorge et al., 2008; Niemeyer & Zewail-Foote, 2018), 

various studies indicate different findings on how gender plays a role in SRS use (Kay 2008; 

King & Joshi, 2008; Niemeyer & Zewail-Foote, 2018). Reay et al. (2008) reported the use of 

clickers reduces the gap between the performance of women and men on exams. However, in a 

study of three large university lecture courses, MacGeorge et al. (2008) reported the evaluation 

of SRS was not substantially impacted by gender. King and Joshi (2008) found both genders who 

actively participated during clicker questions were more likely to have higher final grades in the 

course. Kang et al. (2012) found women performed better with clickers while men performed 

markedly better with traditional teaching method. Niemeyer and Zewail-Foote (2018) found that 

women strongly perceived that SRS improved their classroom experience, encouraged them to 

be more engaged, and helped them to learn the course better. 

Impediments to the Use of SRS in the Classroom 

 

Teaching a large class can pose a number of challenges or impediments to a sound 

pedagogical use of SRS (Trees & Jackson, 2007; Stagg & Lane, 2010). Several studies have 

highlighted three broad categories of challenges to effective use of SRS; technology-based, 

instructor-based, and student-based (Gok, 2011; Kay & Lesage, 2009). 

The most common reported impediment to effective use of SRS is the administrative 

burden with technology (Beatty, 2004; Bursntein & Lederman, 2003; Fies & Marshall, 2006; 

Harlow et al., 2009; Park & Farag, 2016). As with any technology, technical issues may arise 
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and affect the adoption and use of SRS in the classroom. Some of the major frustrations with 

SRS include students’ negative feedback in their response to lost or forgotten clickers, technical 

problems with software and hardware, instructor’s lack of experience, consumption of class time 

(Caldwell, 2007; Hatch et al., 2005; Reay et al., 2005; Sharma et al., 2005; Siau, Sheng, & Nah, 

2006; Sprague & Dahl, 2010), and problems with infrared clicker devices as they operate within 

the line of sight of the communication (Connor, 2009; El-Rady, 2006). With malfunctioning 

technology, this had an adverse effect on students particularly when they were being evaluated 

for grades (Gok, 2011). Furthermore, Hwang et al. (2015) reported that the use of web-based 

SRS poses some challenges for students as they were not able to connect to the Internet and 

tended to use up students’ mobile devices’ battery life. While Park and Farag (2015) did not have 

any difficulty using SRS in their classrooms and getting institutional support from their 

respective universities, they reported that at some universities support and training got lost in the 

cracks. 

The second reported impediment to the use of SRS is instructor-based challenges. As 

instructors change their teaching approaches from passive, lecture-based instruction to a more 

interactive engagement, creating clicker questions can be time consuming and challenging 

(Beatty et al., 2006; Milner-Bolotin et al., 2010). Some of the negative feedbacks with SRS 

included financial and time implications for setup and delivery, and utilize effectively the SRS 

technology in the classroom (Walklet et al., 2016). Lincoln (2009) found that difficulty in 

learning how to operate the clicker technology as a barrier for future adoption. According to 

Rana et al. (2016) and Strasser (2010), clicker questions are not only difficult to compose but 

also need to be designed in a way that can really test students’ understanding on the related 

subject matter. Carnaghan et al. (2011) described while there is a learning curve in using SRS in 
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the classroom, an “instructor must learn to operate the hardware and software that comprised the 

SRS. Carnaghan et al. (2011) suggests that instructors should be familiar with the technology as 

students asked questions from how to turn on the clicker to how to change the batteries. 

Furthermore, like other technology, some of the instructor-based challenges take time to plan to 

use SRS in the classroom (Milner-Bolotin et al., 2010; Premkumar & Coupal, 2008; Sevian & 

Robinson, 2011; Sprague & Dahl, 2010) and to integrate new technology into their pedagogical 

practices and classroom instruction. Moreover, some concerns that faculty expressed were the 

potential of cheating exists and the idea of forcing students to pay attention (Caldwell, 2007; 

Park & Farag, 2015). 

The third reported impediment to the use of SRS was student-based challenges. Previous 

studies have investigated that students have expressed dissatisfaction especially in instances 

where clickers are used mainly as attendance-polling devices (Katz et al., 2017; MacArthur & 

Jones, 2008; Stagg and Lane, 2010) and when students have to register and associate their name 

with their clicker (Abrahamson, 2006; Kolikant et al., 2010; Stowell et al., 2010). Furthermore, 

the idea of forcing students to pay attention and reduce downtime may reinforce conditioned 

responses that do not lead to higher order of thinking and deeper learning (Caldwell, 2007; 

Parslow, 2007; Robinson, 2007; Siau et al., 2006). Carnaghan et al. (2011) suggests that “care 

must be taken to ensure the questions achieve the level of difficulty and cognitive skill desired” 

(p. 280). Moreover, students have expressed negative feedback relating to financial value of 

clickers as it added additional cost to already overpriced books (Bujega, 2008; Carnaghan, 2011; 

Dallaire, 2011; Lincoln, 2009; Park & Farag, 2015; Powell et al., 2011; Sprague & Dahl, 2010). 

Students had to pay between $15 to $70 (Carnaghan et al., 2011; Dallaire, 2011; Steinberg, 

2010) depending on the model or whether the device is new or used. As these impediments 
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accumulated, “students may resent the use of clickers and this might interfere with learning and 

engagement with the course material” (Dallaire, 2011, p. 200). 

Conclusion 

 

The review of literature indicated that many instructors used SRS to track attendance, 

increase participation, facilitate discussions, and measure performance in a variety of disciplines, 

as well as positive findings exist from studies on SRS use that spanned two decades. The 

research also includes a compilation of instructional design theory, teaching strategy, learning 

theory, practices, and challenges of SRS use. Also, past research discussed preliminary evidence 

on the effects of SRS on student engagement, participation, attendance, and gender differences. 
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CHAPTER III: Methodology 
 

Purpose of the Study 

 

The purpose of this study was to expand current research and perform quantitative 

analysis on SRS use considering relevant measures of the factors including participation and 

attendance whether they have significant impact on learner’s performance based on final 

course grades, controlling for age, gender, state residency, and admission index. 

Research Questions 

 

The research questions for this study were: 

 

1. To what extent there is a difference in student academic performance between 

experimental and control groups in UF 100 classes? (e.g., final course grades, 

attendance, and participation)? 

2. To what extent there is a difference in SRS use by student demographics in UF 

100 classes? 

Research Design 

 

This quantitative research is a quasi-experimental design. According to Creswell (2009), 

quantitative research is a means for testing phenomena by attempting to understand the 

relationships among variables. The intent of this research was to correlate the relationships of 

the outcome variable, final course grade to the independent variables. 

Participants 

 

The population of this study consists of UF 100 students between spring 2017 to fall 

2019 (n = 7,813). Comprehensive information on this population is available for this 

research. Records from Learning Technology Solutions (LTS) went back as far as 2016. 

Based on the available data since 2016, a total of 9,950 students registered their physical 

remotes or mobile 
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devices that they used in their classes. 

 

Students enrolled in foundations courses where instructors used SRS were part of the 

experimental group. Students enrolled in UF courses where instructors who did not use clickers 

and taught using traditional lecture format were part of the comparison group. Students who got 

Pass/Fail, incomplete, audit, unsatisfactory audit, and withdrew during the years of 2017-2019 

were excluded from this study because students did not get a letter grade of A through F. The 

University uses a 4.0 grading scale and calculates grade-point average. Students who repeated 

were excluded as they could have advantage because of prior knowledge and understanding of 

the course material, teaching format, and/or methods over students who were taking the class for 

the first time. Students who were enrolled in online UF courses between spring 2017 and fall 

2019 were excluded in this study because the SRS technology did not have the flexibility to 

create pathways for student engagement and active participation asynchronously. 

Research Site 

 

The mid-size four-year university in the Intermountain West is designated as a doctoral 

research institution by Carnegie Classification of Institutions of Higher Education with an 

enrollment of 25,540 students and 3,304 total employees. There are 1,508 faculty members and 

769 of those are considered full-time. This university is a public institution with majority of 

undergraduate students and offers about 200 programs of study, including14 doctoral programs. 

Data Collection 

Institutional Review Board (IRB) approval was obtained for this research. The Protocol 

Number is 101-SB19-270. The Office of Institutional Research (IR) provided historical and 

current data on matriculated students. IR collected student data that included demographic 

variables, admission index, state residency status, and final course grades. 
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The researcher has administrator privileges for both iClicker Cloud and Blackboard 

Learning Management System and collected students’ identification number assigned to each 

student that matched the participation and attendance data from iClicker Cloud and Blackboard 

Learning Management System. The data from IR and the researcher’s data were combined. Once 

the data were combined, all identifying data were removed before analysis. 

Demographic and academic information from matriculated students included age, gender, 

state residency, and admission index scores. These data were obtained during admission process 

that students submitted for application to the Institution. 

Data for this research included participation points, attendance points, final course 

grades, age, gender, state residency, and admission index. Participation and attendance data were 

presented as part of student scores throughout the semester. Participation data were collected 

from the Gradebook module while attendance data were collected from the Attendance module 

of iClicker for the experimental group. Both participation and attendance data were collected 

from the Blackboard Learning Management System Gradebook for the comparison group. Some 

students did not receive an index score because of the following reasons: homeschool students, 

unaccredited high school students, non-degree, GED students, transfer students, returning 

institution students, new freshmen over the age of 21, and 2nd-degree students (S. Brueck, 

personal communication, April 24, 2020). 

Treatment 

 

iClicker Cloud from Macmillan Learning was the technology for this research. This 

system included students’ mobile devices, tablets, laptops, clicker remotes, and iClicker bases or 

receivers that are plugged into the existing classroom computers. The iClicker Cloud software is 
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downloaded from the iClicker website. iClicker bases or receivers and instructor remotes are 

available at no cost to the departments and colleges. 

Variables 

 

Age is used as a continuous variable. Gender is a categorical variable. Admission index is 

a scale variable between 0 - 100. Participation and attendance data is used as continuous 

variables. State residency is a categorical variable. The clicker variable is a categorical variable. 

Final course grade is an ordinal variable. It was converted into binary variable. 

Field (2013) stated that “logistic regression is multiple regression but with an outcome 

variable that is categorical and predicator variables that are continuous and categorical” (p. 761). 

In this study, the dependent variable is dichotomous in nature and represented in binary form. 

Dummy coding allows to convert into categories and can be represented as 1 or 0 to a subject 

(Hair et al., 2010). Some independent variables are dichotomous and others are continuous. 

Coding Variables 

Age is a continuous variable from 13 to 69. Gender has two categories: male (0) and 

female (1). Therefore, gender variable is a dichotomous variable indicated by Male (0) or Female 

(1). Admission index is a score between 1 - 100 and represented with two categories: (0) < 36 

and (1) > 36. Participation and attendance data are continuous variables and were normalized 

using Z-scores. The state residency has two categories: (0) Out-State High School and (1) In- 

State. The clicker variable is a categorical variable with two categories: No (0) and Yes (1). The 

value of 1 was assigned if students were in one of the classes taught using SRS or equal to 0 for 

students who were in non-SRS class. Final course grade is an ordinal variable represented by a 

letter grade from A+ to F. Final course grades were transformed and represented as dichotomous 

variables: NotHighPass(0) and HighPass (1). The value of 0 was a grade score between 1.7 to 2.7 
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and the value of 1 was a grade score between 3.0 to 4.0. Any missing variables were coded a 

value of -9999. 

Data Cleaning 

 

Checking data quality was important to resolve ambiguities and inconsistencies of the 

data. Microsoft Excel was used to manage data. A unique identification number was assigned to 

each record before the analyses. A Codebook was created and used to provide a guide for coding 

variables to match responses and record definitions of variables in the data file. Variable values 

that were missing were labeled correctly and unusable records were dropped. 

Pre-Analysis 

 

Siebert and Siebert (2017) explained the importance of coverage and understanding of the 

data before and during any statistical tests. They suggested that “one frequently used guideline 

dictates that a categorical variable should have a minimum of five respondents representing each 

category before using the variable in each category” (p. 29). Categorical coverage in this 

research was sufficient. There was enough coverage for the gender variable prior to analysis as 

the data set contained 7,812 samples. Due to the large sample, scale variables more closely 

represent the variability and distribution of the entire population of students. If the variability of 

the distribution was less than 1%, the variable was not included. Data not meeting the inclusion 

criteria for this study were removed before analysis. 

Data Analysis 

 

Data was imported into SPSS after they were cleaned and coded using Microsoft Excel. 

 

This study was designed to explore the relationships between SRS use and final grades, 

demographics, and high school academic performance. It was important to understand how these 

relationships affect each other to provide guidance for administrators or policy decisions at the 
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University. Different analyses were used to explore these relationships. Bivariate and 

multivariate analyses explored the relationships between gender, residency, admission index, 

participation, attendance, SRS, and final grades. 

This research examined data using univariate analyses to describe and find patterns that 

exist within the data. It examined the data using bivariate analyses, reported cross tabulations and 

frequency distribution of the variable, listing the values acquired in the sample. It also examined 

multivariate analyses to determine which variables influence the outcome variable. A frequency 

distribution was depicted in a graphical or chart form. The three measures of central tendency 

were used to calculate the mean, median, and mode of specific variables. The measures of the 

center and spread were used for estimating and predicting when analyzing univariate data. Chi- 

square, correlation, independent t-test, and logistic regression were used as measurements or 

tests to explore these relationships. 

Chi-Square Goodness of Fit was used to measure the observed cell frequencies compared 

to expected cell frequencies. Chi-Square Test for Independence was performed to determine 

whether there was an association between categorical variables. Similarly, Correlation Test for 

Independence was performed to determine whether there was an association between continuous 

variables. Homogeneity of Variance using Levene’s test was performed to determine that 

comparison groups have the same variance. 

Outliers were not be removed if they are natural part of the population being studied. 

However, if the outliers in question were data or measurement errors, they were corrected if 

possible, otherwise removed from the study. According to Dong and Peng (2013), “the impact of 

missing data on quantitative research can be serious, leading to biased estimates of parameters, 

loss of information, decreased statistical power, increased standard errors, and weakened 
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generalizability of findings” (p. 1). The most common techniques to handle missing data are 

listwise and pairwise deletion (Peugh & Enders, 2004). According to Baraldi and Enders (2010), 

listwise deletion is a technique of discarding cases with missing values but cases that have 

complete data are analyzed. On the other hand, pairwise deletion includes all available data 

which “minimizes the number of cases discarded in any given analysis. Rubin (1976) and Little 

and Rubin (2002) classified the three missing data mechanisms: Missing Completely at Random 

(MCAR), Missing at Random (MAR), and Missing Not at Random (MNAR). These mechanisms 

according to Baraldi and Enders (2010) are “assumptions that dictate the performance of 

different missing data techniques” (p. 7). According to Meeyai (2016), “most techniques assume 

missing data are Missing Completely at Random, while some also assume Missing at Random” 

(p. 129-130). Little (1988) suggested missing data should be handled carefully by testing for 

MCAR missing data mechanism as the missing data appear to be unrelated to any study variable. 

In this study, there was no missing bias and missing variables were assumed missing at random. 

Chi-square tests were used to look for relationship between missingness variables and age, 

gender, residency, admission index, and SRS usage. 

According to Allen (1997), “logistic regression analysis was developed precisely for the 

purpose of estimating the parameters of regression models with binary dependent variables” (p. 

189). In this study, logistic regression was used to test if SRS use significantly affected the UF 

final course grade which is the dependent variable. It measured the relationship between a binary 

outcome variable and combination of predictor variables (demographics, class academic 

performance, and high school academic performance) by estimating probabilities using a Log 

(p/(1-p). According to Muijs (2010), “logistic regression also produces odd ratios associated with 

each predictor value” (p. 158). It predicts a probability value between 0 and 1. The odds variable 
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produced odd ratios associated with each independent variable, defined as the amount by which 

the odds of the outcome increase (greater than 1.0) or decrease (less than 1.0) when the 

independent variable was increased by 1 unit. 

Data Protection 

 

A computing system was used for the data analyses. The University’s network drive 

was utilized to store the initial data collection. After the data were stripped of student-identifier 

information, the dataset was saved and any original datasets containing student-identifier 

information was deleted to comply with IRB guidelines. 
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CHAPTER IV: Results 

 

The purpose of this research was designed to explore the relationships between SRS 

use and final grades, demographics, and high school academic performance. It is important to 

understand how these relationships affect each other in an effort to provide guidance for 

administrators or policy decisions at the University. Different analyses were used to explore 

these relationships. Bivariate and multivariate analyses explored the relationships between 

gender, residency, admission index, participation, attendance, SRS, and final grades. Chi-

square, correlation, independent t-test, Welch and Brown-Forsythe t-test, analysis of variance 

(ANOVA), and logistic regression were used to explore these relationships. 

There were a total of 7,812 students enrolled in UF 100 classes between spring 2017 

and fall 2019. The demographics characteristics of participants presented in Table 4.1 include 

4,268 students who identified as female (54.6%), 3,543 students who identified as male 

(45.2%), and 1 student who did not report gender (.0%). The sample includes 3,597 non-

residents (46%) and 4,215 residents (54%). Most students were 18 years old (n=4,965, 63.6%). 

Table 4. 1 

Demographics Characteristics of Participants 
 

Characteristic   Frequency  Percent  
 n % 

Gender   

Female 4268 54.6 

Male 3543 45.2 

Missing 1 .0 

In-State Resident   

No 3597 46.0 

Yes 4215 54.0 

Student Age   

Age 13 1 .0 

Age 15 1 .0 

Age 16 8 .1 

Age 17 326 4.2 
Age 18 4965 63.6 
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Age 19 1511 19.3 

Age 20 299 3.8 

Age 21 151 1.9 

Age 22 92 1.2 

Age 23 67 .9 

Age 24 79 1.0 

Age 25 47 .6 

Age 26 44 .6 

Age 27 34 .4 

Age 28 28 .4 

Age 29 26 .3 

Age 30 11 .1 

Age 31 14 .2 

Age 32 19 .2 

Age 33 11 .1 

Age 34 12 .2 

Age 35 6 .1 

Age 36 5 .1 

Age 37 9 .1 

Age 38 6 .1 

Age 39 3 .0 

Age 40 4 .1 

Age 41 4 .1 

Age 42 5 .1 

Age 43 3 .0 

Age 44 1 .0 

Age 45 3 .0 

Age 46 4 .1 

Age 47 1 .0 

Age 49 4 .1 

Age 51 2 .0 

Age 52 1 .0 

Age 54 1 .0 

Age 56 1 .0 

Age 60 1 .0 

Age 62 1 .0 

Age 69 1 .0 

Note: N=7,812 for each variable. Only one did not report gender. 

 

Students’ high school academic performance presented in Table 4.2 includes an academic 

index (i.e., Admission index) that is a matrix based on a combination of high school GPA and 

SAT/ACT scores. 
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Table 4. 2 

Descriptive Statistics for High School Academic Performance 
 
 

Variable n M SD 

Admission Index 7015 59.41 16.052 
Note: N=7,812. Missing values were not included for analysis. 

 

Participation scores and attendance scores were converted to z scores. According to Field 

(2013), z scores are a way of standardizing scores that were measured on different scales. 

Students’ academic performance presented in Table 4.3 includes 1,160 students who had a final 

grade between 1.7 to 2.7 (15.7%), 6,233 students who has a final grade between 3.0 to 4.0 

(84.3%), and 419 students did not pass (5.4%). Students who did not pass were not included in 

the analysis. Students’ participation scores and attendance scores were converted to z scores. The 

mean of students’ attendance score is -.02 for male and a mean of .02 for female among the 

5,380 students. The mean of students’ participation score is -.07 for male and .06 for female 

among 7,193 students. 

Table 4. 3 

Descriptive Statistics for UF 100 Academic Performance 
 

Variable   Frequency  Percent  

 n % 

Final Grade   

1.7 to 2.7 1160 15.7 

3.0 to 4.0 6233 84.3 

Z Score Attendance   

Male 2495 46.4 

Female 2885 53.6 

Z Score Participation   

Male 3246 45.1 

Female 3947 54.9 
Note: N=7,812. Missing values were not included for analysis. 
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Chi-Square Test of Independence Analysis 

 

Chi-square test determines to test relationships between categorical variables and 

measures of observed frequencies compared to expected frequencies (Hair et al., 2010). 

Students’ group assignment presented in Table 4.4 included 4,674 (59.8%) students who 

belonged to the Non-SRS group and 3,188 (40.2%) students who belonged to the SRS group. 

The Chi-Square analysis between gender and SRS use suggested there was significant 

association, x2(1, N = 7,812) = 4.466, p = .035. There was no significant association between 

residency status and SRS use x2(1, N = 7,812) = 1.41, p = .707. 

Table 4. 4 

 

Crosstabulation of Entering Characteristics and SRS Use 

 
Variable Non-SRS Use  SRS Use  

 n % n % x2(2) 

Gender     .024 

Male 2166 61.1 1378 38.9  

Female 2508 58.8 1760 41.2  

Residency     -.004 
No 2144 59.6 1453 40.4  

Yes 2530 60.0 16.85 40.0  

Note: N=7,812. Missing values were not included for analysis.   

 
Assumption of Normality 

 

Testing the Assumption of Normality was conducted to test the shape of the data. There 

were at least two approaches used to conduct a statistical test of the Assumption of Normality. 

The Kolmogorov-Smirnov and the Shapiro-Wilk Tests are nonparametric tests and were 

conducted to check the shape of the sample against a variety of skewness and kurtosis, including 

the normal or bell-curve distribution. If the resulting p-value is .05 or less, there is a significant 

evidence that the sample is not normal. 
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In this research, assumption of normality has been violated because the shape of the data 

is not normally distributed. According to Hair et al. (2010), “larger sample sizes reduce the 

detrimental effect of nonnormality” (p. 72). While the sample size is sufficiently large (N=7812) 

and does not meet the assumption of normal distribution, Gall et al. (2010) suggested to use 

nonparametric tests; Furthermore, with larger samples, they can yield with the same level of 

statistical significance. 

Siebert and Siebert (2017) suggested two primary options when variable fails the 

assumption of normality. The first option is to transform the data using log or square 

transformation. The second option is to use nonparametric tests or bootstrapping. The data are 

still skewed and kurtotic after using data transformation strategies: square root, log10, and 

bootstrapping functions. Therefore, using nonparametric tests as suggested by Siebert and 

Siebert (2017) and Gall et. al (2010) were conducted to test statistical significance. 

Because the assumption of normality has been violated, a simple ANOVA procedure was 

conducted to compare the between-groups variance in scores with amount of within-groups 

variance (Gall et al., 2010). Welch’s t-test is robust against normality even if the distribution of 

data deviates from normality. It is more rigorous test when variances are not equal. Therefore, a 

nonparametric test using Welch’s t-test was conducted to test the difference between two group 

means when the group variances and samples sizes are unequal. 

Independent Sample T-test Analysis 

 

Independent Samples t-test compares the means of two independent groups (Muijs, 2011) 

and represented in Table 4.5. An independent samples t-test was conducted and indicated that 

scores were significantly higher for the SRS group (M = -.0659, SD = 1.01) than for non-SRS (M 

= .04431, SD = .9885), t(7810) = 4.786, p <.0001. These results suggested that SRS use does 
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have an effect on student academic performance measured by final grades. Cohen’s d was 

estimated at .11, which is a small effect based on Cohen’s (1988) guidelines. The Levene’s test 

indicated equal variance F(1,7810) = .024, p = .877. Therefore, the assumption of homogeneity 

has not been violated. 

An independent samples t-test was conducted and indicated that admission index scores 

were significantly higher for the SRS group (M = 60.50, SD = 16.22) than for non-SRS (M = 

58.67, SD = 15.894), t(7013) = -4.676, p <.0001. The SRS group has statistically significantly 

higher mean score on admission index than non-SRS group. Cohen’s d was estimated at .-11, 

which is a small effect based on Cohen’s (1988) guidelines. The Levene’s test indicated equal 

variance F(1,7013) = 2.732, p = .098. Therefore, the assumption of homogeneity has not been 

violated. 

An independent samples t-test was conducted and indicated that there was not statistically 

significant different between the clicker use for non-resident (M = .54, SD = .498) and for 

resident (M = .54, SD = .499) groups, t(.376) = .552, p =.707. Cohen’s d was estimated at .009, 

which is a small effect based on Cohen’s (1988) guidelines. The Levene’s test indicated equal 

variance F(1,7810) = .552, p = .458. Therefore, the assumption of homogeneity has not been 

violated. 

An independent samples t-test was performed to compare SRS and non-SRS with 

participation scores. Participation scores were higher for non-SRS (M = .25888, SD = .9870) 

than for SRS (M = -.3674, SD =.8981 ), t(6742) = 27.950, p <.0001. Cohen’s d was estimated at 

.658, which is a medium effect based on Cohen’s (1988) guidelines. The Levene’s test indicated 

unequal variance. Therefore, the degrees of freedom were adjusted from 7191 to 6742. In this 

case, the assumption of homogeneity has been violated. 
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Because the assumption of homogeneity has been violated, a Welch’s ANOVA t-test was 

conducted to test the difference between two group means when the group variances and samples 

sizes are unequal. Welch test is more rigorous tests when variances are not equal. Participations 

scores differed significantly among groups, F(1,7191) = 756.10, = p < .0001. The results from 

the Welch’s test indicated a significant difference among groups, FW(1,7191) = 781.20, = p < 

.0001. There was a significant difference in mean between the male (M = .26, SD = .99) and 

female (M = -.37, SD = .90) groups. The results are represented in Table 4.6. 

Table 4. 5 

 

Results of Independent Samples t-tests for SRS and Non-SRS 

 

Variable SRS  Non-
SRS 

 t p Cohen’s 

d 
 M SD M SD    

Final Grade -.0659 1.01 .04431 .9885 4.786 .001 .11 

Admission Index 60.50 16.22 58.67 15.894 -4.676 .001 -.11 

Residency .54 .498 .54 .499 .376 .707 .009 

Participation -.3674 .8981 .25888 .9870 27.950 .001 .658 

Note: N=7,812. Missing values were not included for analysis. 

 

Table 4. 6 

 

Results of Welch’s t-tests for SRS and Non-SRS Groups 

 

Variable SRS  Non-SRS  F ratio df ŋ2 

 M SD M SD    

Participation 

Score 

-.37 .90 .26 .99 756.10 1 .095 

Note: N=7,812. Missing values were not included for analysis. 

 
 

An independent samples t-test was conducted to compare age with male and female 

groups and represented in Table 4.7. There was not a significant difference in mean between the 

male (M = 18.95, SD = 2.984) and female (M = 18.97, SD = 3.099) groups. The results of an 
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independent t test showed that this difference was not statistically significant, t(7810) = -.319, p 

 

= .750. Cohen’s d was estimated at -.007, which is a small effect based on Cohen’s (1988) 

guidelines. The Levene’s test indicated equal variance F(1,7810) = 2.089, p = .148. Therefore, 

the assumption of homogeneity has not been violated. 

Table 4. 7 

 

Results of Independent Samples t-tests for Gender and Age 

 

Gender Female  Male  t p Cohen’s 

d 
 M SD M SD    

Age 18.97 3.099 18.95 2.984 -.319 .750 -.007 
 

    Note: N=7,812. Missing values were not included for analysis. 

¶ 

 

An independent samples t-test was conducted to compare admission index scores with 

male and female groups. There was a significant difference in mean between the male (M = 

57.79, SD = 16.52) and female (M = 60.69, SD = 15.55) groups. The results of an independent t 

test showed that this difference was statistically significant, t(7013) = -7.512, p <.0001, d = -.18. 

The Levene’s test indicated equal variance F(1,7013) = 10.205, p <.0001. Therefore, the degrees 

of freedom were adjusted from 7013 to 6442. The assumption of homogeneity has been violated. 

Because the assumption of homogeneity has been violated, a Welch’s ANOVA t-test was 

conducted to test the difference between two group means when the group variances and samples 

sizes are unequal represented in Table 4.8. Welch test is more rigorous tests when variances are 

not equal. Admission index differed significantly among groups, F(1,7810) = 78.35, = p < .0001. 

The results from the Welch’s test indicated a significant difference among groups, FW(1,7810) = 

75.91, = p < .0001. There was a significant difference in mean between the male (M = .79, SD = 

.410) and female (M = .86, SD = .345) groups. The results are represented in Table 4.9. 
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Table 4. 8 

 

Results of Independent Samples t-tests for Gender and Admission Index 

  

Gender Female  Male  t p Cohen’s 
d 

 M SD M SD    

Admission Index 60.69 15.5

5 

57.79 16.52 -7.512 .001 -.18 

Note: N=7,812. Missing values were not included for analysis. 

 

Table 4. 9 

 

Results of Welch’s t-tests for Gender 

 

Gender Female  Male  F ratio df ŋ2 

 M SD M SD    

Admission Index .86 .345 .79 .410 75.91 1 .0
1
0 

Note: N=7,812. Missing values were not included for analysis. 

 

An independent samples t-test was conducted to compare age with resident and non- 

resident groups and represented in Table 4.10. There was not a significant difference in mean 

between the non-resident (M = 18.94, SD = 2.877) and resident (M = 18.97, SD = 3.185) groups. 

The results of an independent t test showed that this difference was not statistically significant, 

t(7810) = -.421, p = .508. Cohen’s d was estimated at -.010, which is a small effect based on 

Cohen’s (1988) guidelines. The Levene’s test indicated equal variance F(1,7810) = .439, p = 

.674. Therefore, the assumption of homogeneity has not been violated. 

 

Table 4. 10 

 

Results of Independent Samples t-tests for Age and Residency 

 

Residency Resident  Non-
Resident 

 t p Cohen’s 

d 
 M SD M SD    

Age 18.97 3.185 18.94 2.877 -.421 .674 -.010 

Note: N=7,812. Missing values were not included for analysis. 
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An independent samples t-test was conducted to compare admission index scores with 

resident and non-resident groups and represented in Table 4.11. There was a significant 

difference in mean between the non-resident (M = 60.07, SD = 14.96) and resident (M = 58.81, 

SD = 16.98) groups. The results of an independent t test showed that this difference was 

statistically significant, t(7013) = 3.297, p <.0001, d = -.18. The Levene’s test indicated equal 

variance F(1,7013) = 76.23, p <.0001. Therefore, the degrees of freedom were adjusted from 

7013 to 6996. 

Because the assumption of normality has been violated, a nonparametric test using Welch 

was conducted to test the difference between two group means when the group variances and 

samples sizes are unequal. Admission index differed significantly among groups, F(1,7810) = 

142.39, = p < .0001. The results from the Welch’s test indicated a significant difference among 

groups, FW (1,7810) = 148 = p < .0001. There was a significant difference in mean between the 

non-resident (M = .88, SD = .322) and resident (M = .78, SD = .414) groups. The results are 

represented in Table 4.12. 

Table 4. 11 

 

Results of Independent Samples t-tests for Admission Index and Residency 

 

Residency Resident  Non-
Resident 

 t p Cohen’s 

d 
 M SD M SD    

Admission Index 60.69 15.55 57.79 16.52 3.297 .001 .078 

Note: N=7,812. Missing values were not included for analysis. 

 
Table 4. 12 

 

Results of Welch’s t-tests for Residency 

 

Residency Resident  Non-
Resident 

F ratio df ŋ2 

 M SD M SD   
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Admission Index .78 .414 .88 .322 148 1 .002 

Note: N=7,812. Missing values were not included in the analysis. 

 
 

Correlation Analysis 

 

Correlation measures the relationship between two continuous variables. Correlations 

were calculated to determine if there were significant relationships between participation scores, 

attendance points, and admission index and represented in Table 4.13. The results of the 

Pearson’s Correlation Coefficient test showed that there was a significant positive linear 

relationship between participation scores and attendance points (r(4869) = .232, p < .001. The 

results of the Pearson’s Correlation Coefficient test showed that there was a significant positive 

linear relationship between participation scores and admission index (r(6459) = .118, p < .001. 

The results of the Pearson’s Correlation Coefficient test showed that there was a significant 

positive linear relationship between admission index and attendance points (r(4836) = .048, p < 

.001. There is enough evidence to suggest that the correlation we observed does exist in the 

population for Attendance and Participation. 

Table 4. 13 

 

Correlations for Study Variables 

 

Variable Attendance Participation  

1. Attendance - .232**  

2. Participation .232** -  

Note: N=7,193. Missing values were not included in the analysis. ** Correlation is significant 

at the 0.01 level (2-tailed). 

 
 

Regression Analyses: Multivariate Tests of Relationships Predicting UF 100 Final Grades 

 

Logistic regression was used to investigate what factors impact the outcome. The Enter 

method model was used to predict UF final grades. Final course grades were transformed and 



 

 

41  

represented as dichotomous variables: NotHighPass(0) and HighPass (1). The independent 

variable included a vector of student characteristics that could potentially influenced academic 

performance measured by final grades. The six predictors considered are included: 1) 

Participation Score, 2) Admission Index, 3) Gender, 4) Residency, 5) SRS, and 6) Student Age. 

A series of binary logistic analyses was conducted to test for multiple variables to 

investigate if one or more of the independent variables were predictive of a certain outcome. The 

first step was to test one variable with the dependent variable. The next iteration was to add one 

more independent variable and repeated the process until all predictors were tested. The last 

series of binary logistic analysis included testing multiple variables simultaneously. In this 

research, it was important to find and control all relevant variables that could affect the outcome. 

The Omnibus Tests of Model Coefficients was conducted to determine whether or not the 

new model indicates a good fit or an improvement over the base line model (Muijs, 2011). 

If the significant value is under .05, the model indicates a good model fit. 

 

The first series of logistic regression analysis model included SRS as the only 

independent variable. Students in the SRS group were more likely to get a high pass in final 

grades. The Omnibus Tests of Model Coefficients is significant (p < .001). Additionally, the [- 

2log Likelihood = 6419.067] and [Nagelkerke R squared = .001]. The results are presented in 

Table 4.14. 

 

Table 4. 14 

 

 

Results of Logistic Regression Between UF Final Grade and SRS 

 

Predictor B SE df p eB 95% CI 

Clicker (0 = Non-SRS, 1 = 

 
SRS) 

.152 .065 1 .019 1.164 [1.025, 

1.322] 
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Constant 1.592 .049 1 .000 4.914 

Note. *p < .05. **p < .01. ***p < .001. N = 7393. R2 = .001 (Cox & Snell), .001 (Nagelkerke).  
N= 419 were not included in the analysis. 

 

The second series of logistic regression analysis model included SRS and admission 

index variables. In this model, students in the SRS group were more likely to get a high pass in 

final grades. Similarly, students who had higher admission index were more likely to get a high 

pass in final grades. The Omnibus Tests of Model Coefficients is significant (p < .001). 

Additionally, the [-2log Likelihood = 5282.373] and [Nagelkerke R squared = .125]. The results 

are presented in Table 4.15. 

Table 4. 15 

Results of Logistic Regression Between UF Final Grade and SRS and Admission Index 
 

Predictor B SE df p eB 95% CI 

Clicker (0 = Non-SRS, 1 = 

 

SRS) 

.251 .071 1 .000 1.285 [1.118, 

1.478] 

Admission Index (0 = 0 – 

 

35, 1 = 36-100) 

.050 .002 1 .000 1.051 [1.046, 

1.056] 

Constant -1.232 .138 1 .000 .292 
 

Note. *p < .05. **p < .01. ***p < .001. N = 6659. R2 = .073 (Cox & Snell), .125 (Nagelkerke). 

N=1153 were not included in the analysis. 

. 

 

The third series of logistic regression analysis model included SRS, admission index, 

and gender. In this model, students in the SRS group were more likely to get a high pass in final 

grades. Similarly, students who had higher admission index and are female were more likely to 

get a high pass in final grades. The Omnibus Tests of Model Coefficients is significant (p < 

.001). Additionally, the [-2log Likelihood = 5209.19] and [Nagelkerke R squared = .142]. The 

results are presented in Table 4.16. 
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Table 4. 16 
 

 

Results of Logistic Regression Between UF Final Grade and SRS, Admission Index, and  

Gender 
 

Predictor B SE df p eB 95% CI 

Clicker (0 = Non-SRS, 1 = 

 

SRS) 

.262 .072 1 .000 1.299 [1.129, 1.496] 

Admission Index (0 = 0 – 

 

35, 1 = 36-100) 

.048 .002 1 .000 1.049 [1.044, 1.054] 

Gender (0 = Male, 1 = 

 

Female) 

.606 .071 1 .000 1.883 [1.594, 2.107] 

Constant -1.460 .141 1 .000 2.32 
 

Note. *p < .05. **p < .01. ***p < .001. N = 6659. R2 = .083 (Cox & Snell), .142 (Nagelkerke).  

N=1153 were not included in the analysis. 

 

The fourth series of logistic regression analysis model included SRS, admission index, 

gender, and residency. In this model, students in the SRS group were more likely to get a high 

pass in final grades than students in the non SRS group. Similarly, students who had higher 

admission index and are female were more likely to get a high pass in final grades. Meanwhile, 

resident students were less likely to get High Pass on their final grades than non-residents. The 

Omnibus Tests of Model Coefficients is significant (p < .001). Additionally, the [-2log 

Likelihood = 5192.31] and [Nagelkerke R squared = .146]. The results are presented in Table 

4.17. 

Table 4. 17 

Results of Logistic Regression Between UF Final Grade and SRS, Admission Index, Gender, and 

Residency 
 

Predictor B SE df p eB 95% CI 
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Clicker (0 = Non-SRS, 1 = 

 

SRS) 

.262 .072 1 .000 1.300 [1.129, 

1.497] 

Admission Index (0 = 0 – 

 
35, 1 = 36-100) 

.047 .002 1 .000 1.049 [1.044, 

1.053] 

Gender (0 = Male, 1 = 

 

Female) 

.610 .071 1 .000 1.840 [1.600, 

2.116] 

Residency (0 = Non- 

 

Resident, 1 = Resident) 

-.293 .072 1 .001 .746 [.649, .858] 

Constant -1.274 .148 1 .000 .280 
 

Note. *p < .05. **p < .01. ***p < .001. N = 6659. R2 = .085 (Cox & Snell), .146 (Nagelkerke).  

N=1153 were not included in the analysis. 

 

The fifth series of logistic regression analysis model included SRS, admission index, 

gender, residency, and student age. In this model, students in the SRS group were more likely to 

get a high pass in final grades. Similarly, students who had higher admission index and are 

female were more likely to get a high pass in final grades. Meanwhile, resident students were 

less likely to get High Pass on their final grades than non-residents. Student age was not a 

significant predictor in this model. The Omnibus Tests of Model Coefficients is significant (p < 

.001). Additionally, the [-2log Likelihood = 5192.31] and [Nagelkerke R squared = .146]. The 

results are presented in Table 4.18. 

Table 4. 18 

Results of Logistic Regression Between UF Final Grade and SRS, Admission Index, Gender, 

Residency, and Age 
 

Predictor B SE df p eB 95% CI 



 

 

45  

 

Clicker (0 = Non-SRS, 1 = 

 

SRS) 

.261 .075 1 .000 1.299 [1.121, 

1.504] 

Admission Index (0 = 0 – 

 
35, 1 = 36-100) 

.047 .002 1 .000 1.049 [1.044, 

1.053] 

Gender (0 = Male, 1 = 

 

Female) 

.610 .071 1 .000 1.840 [1.600, 

2.116] 

Residency (0 = Non- 

 

Resident, 1 = Resident) 

-.293 .072 1 .001 .746 [.649, 

.858] 

StudentAge .001 .013 1 .961 1.001 [.976, 

1.026] 

Constant -1.285 .269 1 .000 .277 
 

Note. *p < .05. **p < .01. ***p < .001. N = 6659. R2 = .085 (Cox & Snell), .146 (Nagelkerke).  

N = 1153 were not included in the analysis. 
 

The last series of logistic regression analysis model included all predictor variables: SRS, 

admission index, gender, residency, student age, and Z-participation scores. In this model, SRS 

and student age were not significant predictors in this model. However, students who had higher 

admission index and are female were more likely to get a high pass in final grades. Meanwhile, 

resident students were less likely to get High Pass on their final grades than non-residents. 

Student age was not a significant predictor in this model. Students who had higher participation 

scores from the SRS group were likely to get High Pass in final grades. The Omnibus Tests of 

Model Coefficients is significant (p < .001). Additionally, the [-2log Likelihood = 5192.31] and 

[Nagelkerke R squared = .146]. The results are presented in Table 4.19. 

Table 4. 19 

Results of Logistic Regression Between UF Final Grade and SRS, Admission Index, Gender, 

Residency, Participation, and Age 
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Predictor B SE df p eB 95% CI 

Clicker (0 = Non-SRS, 1 = 

 

SRS) 

.121 .086 1 .160 1.129 [.953, 

1.336] 

Admission Index (0 = 0 – 

 

35, 1 = 36-100) 

.048 .003 1 .000 1.049 [1.044, 

1.053] 

Gender (0 = Male, 1 = 

 

Female) 

.578 .075 1 .000 1.783 [1.539, 

2.066] 

Residency (0 = Non- 

 

Resident, 1 = Resident) 

-.268 .075 1 .000 .765 [.660, 

.886] 

StudentAge .016 .014 1 .247 1.016 [.989, 

1.044] 

Zscore(Part) .250 .048 1 .000 1.284 [1.170, 

1.410] 

Constant -1.477 .286 1 .000 .228 
 

Note. *p < .05. **p < .01. ***p < .001. N = 6659. R2 = .085 (Cox & Snell), .146 (Nagelkerke).  

N=1153 were not included in the analysis. 

 

Assumption of Multicollinearity 

 

The assumption of collinearity indicated that multicollinearity was not a concern 

(Gender, Tolerance = .986, VIF = 1.015, Participation, Tolerance = .990, VIF = 1.011, 

Residency, Tolerance = .981, VIF = 1.019, Admission Index, Tolerance = .971, VIF = 1.030, 

Student Age, Tolerance = .993, VIF = 1.007). According to Hair et al. (2010), a tolerance value 

should be high and a variance inflation factor (VIF) of 1.00 indicates lack of multicollinearity. 

Menard (1995) suggested “a tolerance of less than .20 is a cause for concern; a tolerance of less 

than .10 almost certainly indicates a serious collinearity problem” (p. 66). All results were above 

the collinearity tolerance between .10 and .20. 
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CHAPTER V: Conclusions 

 

The purpose of this study was to expand current research and perform quantitative 

analysis on SRS use considering relevant measures of the factors including participation and 

attendance whether they have significant impact on learner’s performance based on final 

course grades, controlling for age, gender, state residency, and admission index. This chapter 

includes a discussion on research findings as related to the literature on SRS and what 

implications may be valuable for use by higher education administrators, faculty, instructional 

technologists. This chapter concludes with a discussion of the limitations of the study, areas 

for future research, and implications for higher education administrators and faculty. 

Discussion of Research Findings 

 

This chapter contains discussion of research findings and future research opportunities 

to help answer the research questions: 

(R1): To what extent there is a difference in student academic performance between 

experimental and control groups in UF 100 classes? (e.g., final course grades, attendance, 

and participation)? 

This study began by exploring how vector of student characteristics may affect 

students’ academic performance. Correlations indicated students who had higher participation 

scores also had higher attendance scores and a positive relationship indicated between 

attendance and admission index. 

The slope for the z-scored participation is .250 and is significant at p < .001. Since 

participation scores were standardized, this suggests the slope can be interpreted as the 

predicted changed in logits for one standard deviation unit increase on the predictor by a factor 

of 1.284. According to the regression results, students who were in the experimental group 

with 1 z- score unit increase in student’s participation score would boost their final course 
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grades by 1.29 % on average, controlling for the influence of other variables constant. 

(R2): To what extent there is a difference in SRS use by student demographics in UF 

100 classes? 

The first series of logistic analysis had a single predictor and the regression slope is 

positive. This indicated that students from the SRS group were more likely to get a High Pass 

between 3.0 to 4. 0 in final grades than students who were in the non-SRS group. The odds of 

students in the SRS group having a final grade between 3.0 to 4.0 was predicted to be more 

than one times greater than the odds of non-SRS students getting between 3.0 to 4.0 final 

grades in UF 100. The odds ratio indicates that every one unit increased in the predictor, the 

odds of students from the SRS group getting a final grade between 3.0 to 4.0 increased by a 

factor of 1.164. 

Based on the Likelihood Ratio (LR) Chi-square test, the full model represents a 

significant improvement in fit relative to the null model, LR χ2(1) = 5.482, p = .012. In this 

case, Model 1 is statistically significant because the p-value is less .005. 

Next, the study looked at the second series of logistic regression model and how SRS 

affected admission index. The regression slope for SRS is positive and statistically significant 

(b 

= .251, p < .001), indicating the probability of students getting a final grade between 3.0 to 4.0 

was higher for those in the SRS group controlling for admission index. The odds ratio for this 

predictor indicates that the odds of students getting a final grade between 3.0 to 4.0 changed by 

a factor of 1.285. 

The regression slope for admission index is also positive and statistically significant (b = 

 

.050, p < .001), indicating the probability of students who had higher admission index were 

more likely to get a final grade between 3.0 to 4.0. The odds ratio indicates that every one unit 
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increased in the predictor, the odds of student who had higher admission index were more 

likely to get a final grade between 3.0 to 4.0 changed by a factor of 1.051. 

Based on the Likelihood Ratio (LR) Chi-square test, the full model represents a 

significant improvement in fit relative to the null model, LR χ2(1) = 501.530, p < .001. In 

this case, Model 2 is statistically significant because the p-value is less .005. 

The study looked at the third series of logistic regression model where three predictors 

were added: SRS, admission index, and gender. The regression slope for SRS is positive and 

statistically significant (b = .262, p < .001), indicating the probability of students getting a 

final grade between 3.0 to 4.0 was higher for those in the SRS group controlling for 

admission index and gender. The odds ratio for this predictor indicates that the odds of 

students getting a final grade between 3.0 to 4.0 changed by a factor of 1.299. 

The regression slope for admission index is also positive and statistically significant (b = 

 

.048, p < .001), indicating the probability of students who had higher admission index were 

more likely to get a final grade between 3.0 to 4.0 and controlling for SRS and gender. The 

odds ratio indicates that every one unit increased in the predictor, the odds of student who had 

higher admission index were more likely to get a final grade between 3.0 to 4.0 changed by a 

factor of 1.049. 

The regression slope for gender is positive and statistically significant (b = .606, p < 

 

.001), indicating the probability of female getting a final grade between 3.0 to 4.0 was higher 

than male, controlling for SRS and admission index . The odds ratio for this predictor 

indicates 
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that the odds of female students getting a final grade between 3.0 to 4.0 changed by a factor of 

1.833. Gender is the highest predictor in this model. 

Based on the Likelihood Ratio (LR) Chi-square test, the full model represents a 

significant improvement in fit relative to the null model, LR χ2(1) = 574.712, p <.001. In this 

case, Model 3 is statistically significant because the p-value is less .005. 

The study looked at the fourth series of logistic regression model where four predictors 

were added: SRS, admission index, gender, and residency. The regression slope for SRS is 

positive and statistically significant (b = .262, p < .001), indicating the probability of students 

getting a final grade between 3.0 to 4.0 was higher for those in the SRS group controlling for 

admission index, gender, and residency. The odds ratio for this predictor indicates that the odds 

of students getting a final grade between 3.0 to 4.0 changed by a factor of 1.300. 

The regression slope for admission index is also positive and statistically significant (b = 

 

.047, p < .001), indicating the probability of students who had higher admission index were more 

likely to get a final grade between 3.0 to 4.0 and controlling for SRS, gender, and residency. The 

odds ratio indicates that every one unit increased in the predictor, the odds of student who had 

higher admission index were more likely to get a final grade between 3.0 to 4.0 changed by a 

factor of 1.049. 

The regression slope for gender is positive and statistically significant (b = .610, p < 

 

.001), indicating the probability of female getting a final grade between 3.0 to 4.0 was higher 

than male, controlling for SRS, admission index, and residency. The odds ratio for this predictor 

indicates that the odds of female students getting a final grade between 3.0 to 4.0 changed by a 

factor of 1.840. Gender is the highest predictor in this model. 

The regression slope for residency is negative and statistically significant (b = -.293, p < 

 

.001), indicating the probability of resident students were less likely to get a final grade between 
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3.0 to 4.0 in UF 100 than non-residents controlling for SRS, admission index, and gender. The 

odds ratio is .746, which means that the odds of getting high pass grade is .746 times for non- 

residents. 

Based on the Likelihood Ratio (LR) Chi-square test, the full model represents a 

significant improvement in fit relative to the null model, LR χ2(1) = 591.590, p < .001. In this 

case, Model 4 is statistically significant because the p-value is less .005. 

The study looked at the fifth series of logistic regression model where all predictors were 

included: SRS, admission index, gender, residency, age, and participation score. The regression 

slope for SRS is negative and is not statistically significant (b = .121, p = .160), controlling for 

admission index, gender, residency, age, and participation scores. 

The regression slope for admission index is also positive and statistically significant (b = 

 

.048, p < .001), indicating the probability of students who had higher admission index were more 

likely to get a final grade between 3.0 to 4.0 and controlling for SRS, gender, residency, age, and 

participation score. The odds ratio indicates that every one unit increased in the predictor, the 

odds of student who had higher admission index were more likely to get a final grade between 

3.0 to 4.0 changed by a factor of 1.049. 

 

The regression slope for gender is positive and statistically significant (b = .578, p < 

 

.001), indicating the probability of female getting a final grade between 3.0 to 4.0 was higher 

than male, controlling for SRS, admission index, residency, age, and participation score. The 

odds ratio for this predictor indicates that the odds of female students getting a final grade 

between 3.0 to 4.0 changed by a factor of 1.783. Gender is the highest predictor in this model.
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The regression slope for residency is negative and statistically significant (b = -.268, p < 

 

.001), indicating the probability of resident students were less likely to get a final grade between 

 

3.0 to 4.0 in UF 100 than non-residents controlling for SRS, admission index, gender, age, and 

participation score. The odds ratio is .765, which means that the odds of getting high pass grade 

is .756 times for non-residents. 

The regression slope for age is positive but it is not statistically significant (b = .001; p < 

 

.961) controlling for SRS, admission index, gender, residency, and participation score. 

 

Based on the Likelihood Ratio (LR) Chi-square test, the full model represents a 

significant improvement in fit relative to the null model, LR χ2(1) = 591.592, p < .001. In this 

case, Model 5 is statistically significant because the p-value is less .005. 

The study looked at the sixth series of logistic regression model where all predictors were 

included: SRS, admission index, gender, residency, age, and participation score. The regression 

slope for SRS is negative and is not statistically significant (b = .121, p = .160), controlling for 

admission index, gender, residency, age, and participation scores. 

The regression slope for admission index is also positive and statistically significant (b = 

 

.048, p < .001), indicating the probability of students who had higher admission index were more 

likely to get a final grade between 3.0 to 4.0 and controlling for SRS, gender, residency, age, and 

participation score. The odds ratio indicates that every one unit increased in the predictor, the 

odds of student who had higher admission index were more likely to get a final grade between 

3.0 to 4.0 changed by a factor of 1.049. 

 

The regression slope for gender is positive and statistically significant (b = .578, p < 

 

.001), indicating the probability of female getting a final grade between 3.0 to 4.0 was higher 

than male, controlling for SRS, admission index, residency, age, and participation score. The 
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odds ratio for this predictor indicates that the odds of female students getting a final grade 

between 3.0 to 4.0 changed by a factor of 1.783. Gender is the highest predictor in this model. 

The regression slope for residency is negative and statistically significant (b = -.268, p < 

 

.001), indicating the probability of resident students were less likely to get a final grade between 

 

3.0 to 4.0 in UF 100 than non-residents controlling for SRS, admission index, gender, age, and 

participation score. The odds ratio is .765, which means that the odds of getting high pass grade 

is .756 times for non-residents. 

The regression slope for age is positive but it is not statistically significant (b = .001; p < 

 

.961) controlling for SRS, admission index, gender, residency, and participation score. 

 

The slope for the z-scored participation is .250 and is significant at p < .001. Since 

participation scores were standardized, this suggests the slope can be interpreted as the predicted 

changed in logits for one standard deviation unit increase on the predictor by a factor of 1.284. 

According to the regression results, students who were in the experimental group with 1 z- score 

unit increase in student’s participation score would boost their final course grades by 1.3 % on 

average, controlling for the influence of other variables constant. 

The results revealed a mix of vector of student characteristics and final grades were 

significant. The model resulted in independent variables (SRS and age) not significant (p > 0.05). 

The estimated odds ratio favored an increase by 1.3 times greater for those students who were in 

the experimental group than their peers in the control group. 

Based on the Likelihood Ratio (LR) Chi-square test, the full model represents a 

significant improvement in fit relative to the null model, LR χ2(1) = 591.711, p < .001. In this 

case, Model 6 is statistically significant because the p-value is less .005. 
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Limitations 

 

This section discusses the limitations and possible bias for this research. The researcher 

chose to conduct this study where she is employed, for it is practical, convenient, and 

accessible. Due to the nature of the study, the design did not use random-assignment of 

students in constructing experimental and control groups. The entire classes of students were 

assigned to groups when they enrolled in their respective courses. However, the design is 

subject to selection bias because of the lack of randomization of group assignments (Flannelly 

et al., 2018). As a result, the experimental and control groups may be different prior to the 

study. Any prior differences of the nonequivalent groups may affect the outcome and could 

jeopardize internal validity (Campbell & Stanley, 1966). 

The lack of randomization is a major limitation and possible factor affecting internal 

validity of this study. There will be uncertainty when controlling for relevant differences 

between the experimental and the control groups and an inability to control for confounding 

variables. According to Campbell and Stanley (1966), it should be recognized that 

nonequivalent control group reduces greatly the equivocality of interpretation in one-group 

design. They suggested the more this similarity is confirmed by the scores on the pretest, the 

more effective this control becomes. This will increase the internal validity of the study 

because it will eliminate some of the most important confounding variables. However, in this 

research, pretests were not administered as the researcher collected primary data and gathered 

minimal materials from the students and faculty. 

With a large sample size of 7,812 for this study, the population is broadly defined as 

students who were enrolled in UF classes between spring 2017 to fall 2019. Furthermore, 

the results might be generalizable only to this Institution; Because according to Watson and 

Stock 
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(2018), “even the if the population being studied and the population of interest are identical, it 

might not be possible to generalize the study results if the setting differs” (p. 363). Moreover, 

instructor quality can be a major factor affecting students’ achievements and performance in the 

classroom. While the homogeneity of a sample is useful for assessing the experimental effects of 

independent variables on a dependent variable, it reduces the external validity of the study 

(Campbell, 1957; Flannelly, et al., 2018). 

The shortcoming of this research is a failure to capture the contextual experiences of 

instructors and students. The researcher did not send out survey instrumentation. Because the 

researcher has access to the primary data, the researcher gathered minimum materials from the 

students and instructors, focusing more on attendance, performance, and participation scores that 

are available from the iClicker Cloud and Blackboard Learning Management System 

gradebooks. 

Conclusion 

 

As more higher education institutions integrate SRS into their learning systems and 

teaching practices to improve student learning process, it is very important to put an in-depth 

understanding of the techniques behind the effects of student response system on learning 

performance. While there is a plethora of literature about the student response system, several 

gaps still exist in fully understanding the effects of student response system. 

In this study, the primary objective was to expand research and perform quantitative 

analysis on SRS use considering relevant measures of the factors including participation and 

attendance whether they have significant impact on learning performance based on final course 

grades controlling for other factors such as age, gender, state residency, admission index, and 

participation. 
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An in-depth analysis of the data using statistical techniques for data analysis was 

employed to better understand the effects of student response system and its association with 

learning performance. Model 1 found a positive association between SRS use and final grades. 

Model 2 also found a positive association between SRS, admission index, and final grades. 

Model 3 found a positive association between SRS, admission index, gender, and final grades. 

Model 4 found a positive association between SRS, admission index, gender, and final grades; a 

negative association but statistically significant between residency and final grades, favoring 

non-residents. Model 5 found a positive association similar to Model 4 except student age was 

not significant. Model 6 found no association with SRS and age, a negative association with 

residency but positive association with admission index, gender, and participation. 

The results from the regression analyses indicate this study found some evidence to 

suggest the use of SRS in a large, college level UF class contributed to student academic 

performance measured by final grades. It appears that SRS use supports generative learning 

because when students answer questions, they are encouraged to select relevant information, 

mentally organizing the material, and integrate it with their prior knowledge (Mayer, et al., 

2009), thereby, improving academic performance measured by final grades. The findings of this 

study are consistent with the previous research about gender differences using SRS where 

women performed better (Kang et al., 2012; Niemeyer and Zewail-Foote, 2018). Furthermore, 

the study findings are consistent with previous research (Blasco-Arcas et al., 2013; Bojinova & 

Oigara, 2013; Powell, et al., 2011) in terms of class participation and student academic learning. 

It is important to highlight that SRS itself may not exclusively be the reason why student 

academic performance was improved. SRS is just one of the many instructional tools that can be 

used in the classrooms that can enhance and improve teaching practices and student learning. 
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Future research should examine the effects of student response system on student 

learning by including other student characteristics like UF course themes or topics, study major, 

midterm exam, final exam, freshman, sophomore, junior, and senior, and capture the live 

experiences of faculty members. This would increase the ability to generalize the model at this 

university and other universities. 

Future research should consider student participation with student response system 

asynchronously. This would allow students to measure their understanding of the homework and 

collectively work on the same questions while receiving immediate feedback and evaluate team 

members, by employing team-based learning. This will also allow students to work through at 

their own pace and provide lightweight student assessment. 

Implications for Higher Education Administrators and Faculty 

 

In this university, student response system is often used in large enrollment classes to 

engage students, allowing faculty to gage students’ knowledge and providing opportunity to give 

immediate feedback to students in real time. The researcher aimed to improve instructional 

strategy and practice in the university while making decisions on how the student response 

system is implemented, used, and deployed successfully and informing purchasing decisions. 

Implications for higher education administrators and faculty include (1) making 

pedagogical decisions on SRS use [Note: while SRS was shown to be a significant predictor of 

the UF final grades in some of the simpler models, this relationship did not hold when other 

factors were included]; (2) facilitating student interaction and engagement in large enrollment 

classes using different instructional strategies and tools; (3) encouraging active learning and 

participation among students; and (4) promoting formative assessment versus summative and 

group participation versus individual participation. 
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As learners become diverse, administrators and faculty must adapt to different types of 

learning needs. Similarly, as technology evolves, administrators and faculty need to continue to 

find ways to be innovative in their teaching and learning strategies. This research has contributed 

to the body of SRS literature on evidence-based teaching and the incorporation of SRS in large 

enrollment classrooms. 
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