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Particle Swarm Optimization of Fuzzy Self-Tuning PI Controller 

for Laser Powder-Directed Energy Deposition Process: A Simulation 

Thesis Abstract--Idaho State University (2020) 

 

The laser powder-directed energy deposition process is non-linear, and the dynamic response of 

the system changes with each layer.  Current systems require considerable manual tuning and 

process knowledge to achieve quality production.  To take advantage of the technology, it is 

necessary to develop in-situ process monitoring and closed-loop control.   

In this research a single-input, single-output fuzzy self-tuning PI controller was developed to 

ensure a constant melt pool diameter during the build.  The laser power was selected as the control 

output and the diameter as the control input variable.  A thin wall part was built with ten layers 

while varying the laser power using a pseudo random binary sequence.   

The controller was designed, and its performance simulated using MATLAB/SIMULINK® and 

compared to a simple PI controller.  The results suggest that the fuzzy self-tuning proportional and 

integral controller will result in a more consistent melt pool diameter during the build process.   
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AM Additive Manufacturing 

PBF Powder bed Fusion 
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Chapter One: Introduction 

 

Chapter One will discuss metal additive manufacturing (AM) processes and current research in the 

field. The chapter will also discuss current research in the development of control of the process 

used in this work.  

1.1    Metal Additive Manufacturing Techniques  
 

Section 1 covers the two sub-categories of metal AM and their applications. Section 1 will also 

discuss in more detail the process of laser powder-directed energy deposition.   

1.1.1 Powder Bed Fusion and Directed Energy Deposition 

 

Metal AM enables the fabrication of complex parts by adding material in a layer-wise fashion.  It 

offers reduced lead production time, decreased buy-to-fly ratio, which refers to the weight of raw 

material compared to the weight of the final part, and repair and remanufacturing of high value 

components [1].  Various AM techniques that utilize metal have been developed in recent years. 

Powder bed fusion (PBF) and directed energy deposition (DED) are the two well-known sub-

categories of metal AM processes [2].  According to ISO/ASTM 52900:2015 DED is defined as 

“an additive manufacturing process in which focused thermal energy is used to fuse materials by 

melting as they are being deposited” [3].  The DED process consists of feeding metallic powder, 

wire, or both into a melt pool that is formed utilizing a high energy heat source such as a laser, arc, 

or electron beam. PBF works differently, a bed of powder is selectively sintered or melted using a 

laser of electron beam heat source.  Each method has their own pros and cons. PBF can be used to 

build overly complex parts with internal features.  The surface finish of PBF is also superior to 

DED.  Though there are advantages to using DED over PBF. DED has an unlimited buildup size, 
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higher deposition rates, and the ability to make functionally graded materials which are 

materials in which the composition and structure gradually change resulting in a corresponding 

change in the properties of the material.  Additionally, the ability to repair worn or damaged high 

value components makes DED appealing to select industries.  

1.1.2 LENS®  

 

Laser powder-directed energy deposition also known by the proprietary name LENS® uses 

computer-controlled lasers that weld air-blown streams of metallic powder into custom parts and 

manufacturing molds [4].  Figure 1.1 shows the laser engineered net shaping diagram. Metallic 

powder is delivered to the melt-pool through four nozzles equally spaced in a circle angled toward 

the center.  The metallic powder is then melted by a high energy laser to form a part. Argon is used 

as a shield gas to clear the workspace of any debris and to prevent oxidation.  As can be seen in 

the diagram the workplace is free to move in the x and y axis, while the print head moves in the z 

axis.     

 

Figure 1.1 LENS® Diagram [4] 
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LENS® has been used in various studies for a variety of applications including the work presented 

here.  For instance, Avila et al. [5] showed that the LENS® technique can mimic bone properties 

and increase early-stage host tissue and implant integration for biomedical applications with 

titanium.  Reichardt et al. [6] used laser metal deposition to additively manufacture functionally 

graded Ti-6Al-4V to 304L stainless steel components with a vanadium interlayer.  Wilson et al. 

[7] showed the effectiveness of the laser powder feeding process to repair and remanufacture a 

damaged turbine blade.  

In laser powder-directed energy deposition the main variables such as powder flow rate, laser 

power, layer thickness, travel speed, and step-over value affect the quality of deposition and 

stability of the process [8].  To achieve consistency and stability these parameters need to be 

optimized.  However, due to disturbances such as change in the thermal conduction, thermal 

conductivity, powder flowrate, or laser power, the implementation of an in-situ sensing and control 

system is required [8]. 

Akbari and Kovacevic [9] developed an adaptive PI controller with layer-dependent control gains 

to ensure a constant melt pool width through the entire build.  They showed that by adjusting the 

laser power to maintain melt pool width resulted in a more uniform and finer microstructure.  Tang 

et al. [10] developed a method of variable powder flow rate control to adjust the powder flow rate 

to maintain a uniform powder deposition per unit length even when disturbances occur. Since the 

powder flow rate at the nozzle cannot be directly measured it was estimated using a system model.  

The experimental results show that their method is successful in maintaining a uniform track 

morphology and recommend combining this with melt pool control.  Bi et al. [11] used infrared 

(IR) temperature signals from a single wall deposition in order to develop a feedback system in 

the laser powder feeding process.  They maintained the melt pool temperature as a control input 
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by adjusting the laser power.  The results show a nearly constant melt pool size and homogeneous 

microstructure.  Farshidianfar [12] developed a feedback PID controller using an infrared camera 

in the laser powder cladding process.  By adjusting the travel speed, they were able to control the 

cooling rate during the process.  The closed loop controller could produce a relatively consistent 

microstructure.     

Existing work related to closed loop control of the laser-directed energy deposition process have 

focused on controllers with fixed parameters.  However, due to the existence of disturbances the 

process is highly non-linear, for example, the relation between the laser power and melt pool size 

is non-linear throughout the entire build.  In this work, a fuzzy self-tuning PI controller is proposed 

to provide more accurate and reliable control.  Using experimental data, a process model is 

developed, and a controller designed. The controller is then built and simulated using MATLAB® 

and Simulink®.  
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Chapter Two: Objective and Theory 
 

Chapter Two discusses the objectives of the research as well as the justification.  Chapter Two will 

also discuss the theory applied in this research including the system identification and the 

development of a fuzzy self-tuning PID controller utilizing particle swarm optimization.  

2.1 Objective and Justification 

Section 2.1 discusses the objective and justifications for the research. 

2.1.1 Justification for Research 

 

As of 2019, the global additive manufacturing industry is estimated to be worth over $9 billion 

dollars [13].  While this is still a fraction of the wider $12 trillion manufacturing industry, the 

technology is evolving rapidly, creating many opportunities for the industry.  Before additive 

manufacturing can become a larger fraction of this industry there are some significant 

shortcomings that need to be overcome.  Such as, no critical structural components can be 

produced feasibly due to a lack of consistency in part quality, each machine and each material are 

different, and every part produced is different with variations in material properties and defects.  

To address these issues techniques for in-situ process monitoring and real-time control need to be 

researched and developed.  

2.1.2 Research Objective 

 

The objective of this research is to develop a fuzzy self-tuning PID controller to maintain a constant 

melt pool size during the laser powder-directed energy deposition process.  It has been shown in 

previous work, discussed in Chapter One, that such a controller results in more uniform material 

properties and part consistency.  The aim of the work was to investigate a self-tuning controller to 
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better address disturbances in the process, such as change in the thermal conduction, thermal 

conductivity, powder flow rate, or laser power. 

2.2 Applied Theory 
 

Section 2.2 discusses the theory applied during this research. 

2.2.1 System Identification 

 

System identification is a methodology for building mathematical models of dynamic systems 

using measurements of the system’s input and output signals. There are four steps in this process; 

measure input and output signals from the system in time or frequency domain, select a model 

structure, apply an estimation method to estimate value for the adjustable parameters in the 

candidate model structure, and then evaluate the estimated model to see if the model is adequate 

for the application.   

System identification uses input and output signals measured from a system to estimate the values 

of adjustable parameters in a given model structure.  A good model depends on the quality of the 

measured data.  Good experimental design ensures that the right variables are measured accurately 

to capture the system dynamics.  The experiment should use inputs that adequately excite the 

system dynamics.  A single step response is not sufficient.  Data should be measured long enough 

to capture the time constants.  Data acquisition systems should have a good signal-to-noise ratio.  

Lastly, measure data at appropriate sampling intervals or frequency resolution. 

A model structure is a mathematical relationship between input and output variables that contain 

unknown parameters.  Transfer functions, state-space equations, and polynomial models are three 

examples of model types.  Equation 2.1 represents a simple model structure where a and b are 

adjustable parameters.   
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𝑦(𝑘) + 𝑎𝑦(𝑘 − 1) = 𝑏𝑢(𝑘) (2.1) 

Select a model that can reproduce measured data and is as simple as possible.  Various structures 

should be tried and compared to determine the most accurate one.  This approach to modeling is 

called black-box modeling.  For this research, a process model was selected and is discussed in 

Section 2.2.2.  After developing a model, the quality of the model should be evaluated.  The model 

response should be compared to data that was not used in the initial system identification process.  

A model may be a good fit for one set of data and less so for another.  The validation of the model 

with new data verifies the accuracy of the dynamic model.   

2.2.2 Process Model 

 

A process model was chosen because they are simple, support transport delay estimation, and the 

model coefficients have an easy interpretation as poles and zeros [14].  The structure of a process 

model is a continuous-time transfer function that describes the dynamics of a linear system in terms 

of one or more of the following: static gain 𝐾𝑝, one or more time constants 𝑇𝑝𝑘, for complex poles 

the time constant is 𝑇𝜔 and is equal to the inverse of the natural frequency and the damping 

coefficient 𝜉, process zero 𝑇𝑧, time delay 𝑇𝑑, or possible enforced integration.  Different model 

structures can be created by varying the number of poles, adding an integrator, or by adding or 

removing a time delay or a zero.  Specify a first, second, or third order system, and the poles can 

be real or complex.  The model structure used in the research is shown in Equation (2.2): 

𝐺(𝑠) =
𝐾𝑝

1 + 𝑠𝑇𝑝
𝑒−𝑠𝑇𝑑 

(2.2) 

such that,  

𝑌(𝑠) = 𝐺(𝑠)𝑈(𝑠) + 𝐸(𝑠) (2.3) 



 

8 

 

where 𝑌(𝑠), 𝑈(𝑠), and 𝐸(𝑠) represent the Laplace transform of the output, input, and output error, 

respectively.  The output error, 𝑒(𝑡), is white Gaussian noise with variance 𝜆.  A disturbance model 

𝐻(𝑠) can also be added such that. 

𝑌(𝑠) = 𝐺(𝑠)𝑈(𝑠) + 𝐻(𝑠)𝐸(𝑠) (2.4) 

The development of the process model for the SISO system discussed in the research will be 

discussed in Chapter Three.  

In systems with time delay it is necessary to create a sensitivity of the controller to the amount of 

delay represented in the system.  A common workaround consists of replacing delays with their 

Padè Approximation given by Equation (2.5).  The Padè Approximation uses a series expansion 

of the transcendental function 𝑒−𝑠𝑇 and matches as many coefficients as possible with a series 

expansion of a rational function of specified order [15].  

𝑒−𝑠𝑙 ≅
𝑁𝑝(𝑠𝑇𝑑)

𝐷𝑝(𝑠𝑇𝑑)
 

(2.5) 

Where, 

𝑁𝑝 =∑
(2𝑝 − 𝑘)!

𝑘! (𝑝 − 𝑘)!
(−𝑠𝑇𝑑)

𝑘

𝑝

𝑘=0

 

(2.6) 

𝐷𝑝 =∑
(2𝑝 − 𝑘)!

𝑘! (𝑝 − 𝑘)!
(−𝑠𝑇𝑑)

𝑘

𝑝

𝑘=0

 

(2.7) 

𝑝 is the order of the approximation.  A third order approximation will give: 

𝑁3(𝑠𝐿)

𝐷3(𝑠𝐿)
=
−𝑇𝑑

3𝑠2 + 12𝑇𝑑
2𝑠2 − 60𝑇𝑑𝑆 + 120

𝑇𝑑
3𝑠2 + 12𝑇𝑑

2𝑠2 + 60𝑇𝑑𝑆 + 120
 

(2.8) 

When applying a 3rd order Padè Approximation to the process model in Equation (2.2) the system 

will become Equation (2.9). 
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𝐺(𝑠) =
𝐾𝑝

1 + 𝑠𝑇𝑝
𝑒−𝑠𝑇𝑑 [

−𝑇𝑑
3𝑠2 + 12𝑇𝑑

2𝑠2 − 60𝑇𝑑𝑆 + 120

𝑇𝑑
3𝑠2 + 12𝑇𝑑

2𝑠2 + 60𝑇𝑑𝑆 + 120
] 

(2.9) 

 

2.2.3 Fuzzy Logic Control 

 

Fuzzy logic control is a heuristic approach that easily embeds the knowledge and key elements of 

human thinking in the design of nonlinear controllers [16].  By applying fuzzy control, qualitative 

and heuristic considerations which cannot be handled by conventional control theory can be used 

in a systematic form [17].  Fuzzy logic controllers do not need an accurate model, can handle 

imprecise inputs, nonlinearity, and disturbances in the system.   

The structure of a fuzzy logic controller is shown in Figure 2.1.  Utilizing the Mamdani method 

the fuzzifier converts the “crisp” input values into fuzzy values.  The fuzzy knowledge base stores 

the knowledge about all the input-output fuzzy relationships and has the membership functions 

which define the input variables to the fuzzy rule base and output variables to the plant.  The fuzzy 

rule base stores the knowledge about the operation of the process.  The inference engine acts as a 

kernel, simulating human decisions by performing approximate reasoning.  Last, the defuzzifier 

converts the fuzzy value into a “crisp” value.  
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Figure 2.1 Fuzzy Logic Controller 

 

The first step in the fuzzy controller design procedure is to define the input and output variables 

of the fuzzy controller.  Typically, the variables chosen are the states of the controlled system, 

their errors, error variation, and/or error accumulation [18].  Then, the fuzzy rule base and 

membership functions are configured.  The fuzzy controller rules are usually formulated in 

linguistic terms [18].  Thus, the use of linguistic variables and fuzzy sets implies the fuzzification 

procedure, that is, the mapping of the input variables into suitable linguistic values.  Rule 

evaluation or decision-making infers, using an inference engine, the fuzzy control action from the 

knowledge of the fuzzy rules and the linguistic variable definition [18].  The output of a fuzzy 

controller is a fuzzy set which needs to be defuzzified.  Defuzzification is the conversion of the 

inferred fuzzy result to a nonfuzzy or “crisp” control action, that better represents the fuzzy one.  

This last step obtains the crisp value for the controller output 𝑢(𝑘).  These steps can be 

implemented online or offline.  For the development of an adaptive controller they are best 

implemented online.   
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A membership function for a fuzzy set A on the universe of discourse X is defined as 𝜇𝐴: 𝑋 →

[0,1], where each element of X is mapped to a value between 0 and 1.  This value is called the 

membership value or the degree of membership and quantifies the grade of membership of the 

element in X to the fuzzy set A.  Membership functions are used to graphically represent a fuzzy 

set.  The x-axis represents the universe of discourse and the y-axis represents the degree of 

membership in the [0, 1] interval.  A triangular membership function is defined by a lower limit a, 

and upper limit b, and a value m, where 𝑎 < 𝑚 < 𝑏.  

𝜇𝐴(𝑥) =

{
 
 

 
 

0, 𝑥 ≤ 𝑎
𝑥 − 𝑎

𝑚 − 𝑎
, 𝑎 < 𝑥 ≤ 𝑚

𝑏 − 𝑥

𝑏 −𝑚
, 𝑚 < 𝑥 < 𝑏

0, 𝑥 ≥ 𝑏

 

(2.10) 

 

 

Figure 2.2 Triangular Membership Function 
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2.2.4 PID Controller 

 

One form of controller widely used in industrial process control is the three-term, PID controller 

[15].  This controller has a transfer function shown in Equation (2.11). 

𝐺𝑐(𝑠) = 𝐾𝑝 +
𝐾𝑖
𝑠
+ 𝐾𝑑𝑠 

(2.11) 

The three-term controller is called a PID controller because it contains a proportional gain (𝐾𝑝), 

an integral gain (𝐾𝑖), and a derivative gain (𝐾𝑑), hence the name.  The structure of a PID 

controller is shown in Figure (2.3), where 𝑟(𝑡) is the reference, 𝑒(𝑡) is the error, 𝑢(𝑡) is the 

controller output, and 𝑦(𝑡) is the system output.  

 

 

Figure 2.3 PID Controller Structure 

 

The equation for the output in the time domain is Equation (2.12) below, 

𝑢(𝑡) = 𝐾𝑝𝑒(𝑡) + 𝐾𝑖∫𝑒(𝑡)𝑑𝑡 + 𝐾𝑑
𝑑𝑒(𝑡)

𝑑𝑡
 

(2.12) 

where 𝑒(𝑡) is the error shown in Equation (2.13). 

𝑒(𝑡) = 𝑟(𝑡) − 𝑦(𝑡) (2.13) 

If 𝐾𝑑 = 0, then we have a proportional plus integral (PI) controller. 
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𝐺𝑐(𝑠) = 𝐾𝑝 +
𝐾𝑖
𝑠

 
(2.14) 

When 𝐾𝑖 = 0, we have  

𝐺𝑐(𝑠) = 𝐾𝑝 + 𝐾𝑑𝑠 (2.15) 

which is called a proportional plus derivative (PD) controller.  

PID controllers are commonly tuned manually, where the PID control gains are obtained by trial-

and-error with minimal analytic analysis used step responses obtained from simulation or by 

simply testing on the system and determining the gains based on observation and experience 

[18].  A more analytic method is the Ziegler-Nichols tuning method and has several variations.  

One manual approach to manual tuning is to set 𝐾𝑖 = 0 and 𝐾𝑑 = 0.  Then slowly increase the 

gain 𝐾𝑝 until the out-put of the closed-loop system oscillates just on the edge of instability.  Once 

the value of 𝐾𝑝 is found that brings the closed-loop system to the edge of stability, then reduce 

the value of gain 𝐾𝑝 to achieve what is known as the quarter amplitude decay [18].  That is, the 

amplitude of the closed-loop response is reduced to one-fourth of the maximum value in one 

oscillatory period.  A general recommendation is to reduce the proportional gain by one-half 

[18].  Then increase 𝐾𝑖 and 𝐾𝑑 manually to achieve a desired step response. Table 2.1 shows in 

general terms the effect of increasing 𝐾𝑖  and 𝐾𝑑. 

Table 2.1 Effect of Increasing PID gains on the Step Response 

PID Gain Percent Overshoot Settling Time Stead-State Error 
Increasing 𝐾𝑝 Increases Minimal Impact Decreases 

Increasing 𝐾𝑖 Increases Increases Zero steady-state error 

Increasing 𝐾𝑑 Decreases Decreases No impact 

 

2.2.5 Fuzzy Self-Tuning PID Controller 
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A fuzzy self-tuning PID controller is a controller that is based on fuzzy logic with a PID structure 

[19].  A block diagram showing the basic structure of a fuzzy self-tuning PID controller is shown 

in Figure (2.4).  

 

Figure 2.4 Fuzzy Self-Tuning PID Controller Block Diagram 

The fuzzy self-tuning PID controller shows enormous advantages in processes with intensive 

nonlinearity [20].  PID gain parameters are adjusted online by evaluating the error 𝑒(𝑡) and the 

rate of change of the error 𝑒̇(𝑡).  The output of the fuzzy controller is 𝑢(𝑘). 

𝑢(𝑘) = 𝐾𝑝𝑒(𝑘) + 𝐾𝑖∑𝑒(𝑖)

𝑘

𝑖=1

+ 𝐾𝑑[𝑒(𝑘) − 𝑒(𝑘 − 1)] 
(2.16) 

The PID parameters can be updates online using Equations (2.17), (2.18), and (2.19), respectively 

[21]. 

𝐾𝑝 = 𝐾𝑝0 + ∆𝐾𝑝 (2.17) 

𝐾𝑖 = 𝐾𝑖0 + ∆𝐾𝑖 (2.18) 

𝐾𝑑 = 𝐾𝑑0 + ∆𝐾𝑑 (2.19) 

Where 𝐾𝑝, 𝐾𝑖, and 𝐾𝑑  are the proportional, integral, and derivative gains, respectively. 𝐾𝑝0, 𝐾𝑖0, 

and 𝐾𝑑0 are the initial parameters calculated by conventional methods, and ∆𝐾𝑝, ∆𝐾𝑖, and ∆𝐾𝑑0 

are the corrections.  

2.2.6 Particle Swarm Optimization 
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Particle swarm optimization (PSO) is an evolutionary heuristic algorithm introduced by Kennedy 

and Eberhart in 1995 [22, 23].  It has been found to be robust in solving continuous nonlinear 

optimization problems [22].  PSO may be used to find optimal or near optimal solutions in a big 

search space.  

PSO is an evolutionary computational technique based on the movement and intelligence of 

swarms.  PSO is a simulation of social system where the “swarm” is a collection or population of 

moving individuals that tend to cluster together, while each individual seems to be moving in a 

random direction.  It uses a number of particles that constitute a swarm moving around in the 

search space looking for the best solution [24, 25].  

The idea of PSO is that the system is initialized with a population of random solutions called 

particles.  Each particle which represents a candidate solution for a multidimensional 

optimization problem is also assigned with a randomized velocity and then the particles are then 

“flown” through the problem space.  Each particle adjusts its “flying” according to its own flying 

experience as well as the flying experiences of other particles.  Each particle keeps track of its 

coordinates in the problem space which are associated with the best solution or fitness it has 

achieved so far, called 𝑃𝑏𝑒𝑠𝑡.  The PSO also tracks the best solution obtained so far by any 

particle in the swarm, called 𝑔𝑏𝑒𝑠𝑡 [24, 25].  The PSO concept is, at each time step, changing the 

velocity of each particle toward its 𝑃𝑏𝑒𝑠𝑡 and the 𝑔𝑏𝑒𝑠𝑡 position.  Every particle tries to modify its 

current position and velocity according to the distance between its current position and 𝑃𝑏𝑒𝑠𝑡, and 

the distance between its current position and 𝑔𝑏𝑒𝑠𝑡.      
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Clerc [26] proposed a constriction factor approach that modifies the particles position and 

velocity, given by Equations (2.20) and (2.21), respectively.  

𝑝𝑖,𝑔
(𝑘+1)

= 𝑝𝑖,𝑔
(𝑘)
+ 𝑣𝑖,𝑔

(𝑘+1)
 (2.20) 

𝑣𝑖,𝑔
(𝑘+1)

= 𝐾 ∗ [𝑣𝑖,𝑔
(𝑘) + 𝑐1 ∗ 𝑟1 ∗ (𝑃𝑏𝑒𝑠𝑡𝑖 − 𝑝𝑖,𝑔

(𝑘)) + 𝑐2 ∗ 𝑟2 ∗ (𝑔𝑏𝑒𝑠𝑡 − 𝑝𝑖,𝑔
(𝑘))] (2.21) 

Where, 𝑝𝑖,𝑔
(𝑘+1)

 and 𝑣𝑖,𝑔
(𝑘+1)

 represent the position and velocity of particle 𝑖 at dimension 𝑔 at the 

iteration 𝑘 + 1, respectively.  𝑟1 and 𝑟2 are random numbers between 0 and 1.  𝑐1 and 𝑐1 are 

cognitive and social acceleration constants, respectively.  𝐾 is call the constriction factor and 

given by 𝐾 =
2

|2−𝜑−√𝜑2−4𝜑|
, with 𝜑 = 𝑐1 + 𝑐2, 𝜑 > 4.  The velocity is confined with the range 

of [−𝑉𝑚𝑎𝑥,𝑉𝑚𝑎𝑥].  With 𝑖 = 1,2, … , 𝑛; 𝑔 = 1,2, … , 𝑑 , where 𝑛 is the number of particles in the 

swarm and 𝑑 is the dimension of the optimization problem. 
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Chapter Three: Experimental Method 
 

Chapter Three will discuss the experimental method.  Including the data acquisition system 

designed and developed, the image processing algorithm, and the system identification 

experiment.  A ten-layer thin wall was deposited while filming the melt pool.  The melt pool size 

was then measured to determine the relationship between melt pool size and laser power. The 

chapter will also cover the system identification process and controller design. 

3.1 Experimental Data Collection 
 

Section 3.1 will cover the data acquisition system hardware and software.  

 

3.1.1 Hardware 

 

The block diagram of the data acquisition system developed for system identification is shown in 

Figure 3.1.  The system consists of a National Instruments™ cRIO-9057 controller (Fig. 3.2) with 

an analog and digital I/O module, a YLR fiber laser with wavelength of 1070 nm, and the print 

chassis of the OPTOMEC LENS® 500 system (Fig. 3.3).  The print chassis includes a Siemens 

828D controller which handles the G-code.  The image acquisition system uses a Basler ace, 

acA720-290gm monochrome camera with a resolution of 720 x 540 pixels, capturing at a frame 

rate of 300 frames per second. The captured images are post processed utilizing the National 

Instruments™ LabVIEW software.  
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Figure 3.1 Schematic Overview of Data Acquisition System 

 

 

 

Figure 3.2 NI cRIO [22]  

Figure 3.3 OPTOMEC LENS® 500 [23] 
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The image acquisition system is turned on by a digital signal sent from the Siemens controller to 

the cRIO controller.  This signal is then passed on to the laser and turns the beam on. The system 

is turned off in a similar manner.  The output laser power is recorded and timestamped by the cRIO 

with one reading corresponding to every image captured.  

3.1.2 Software 

 

All software was developed using National Instruments™ LabVIEW.  This section will briefly 

explain the layout of the LabVIEW VI developed.  There are two VI’s that execute simultaneously, 

the image acquisition is run on the host PC and the laser power acquisition and digital control 

signals are handled on the cRIO.   Figure (3.4) shows the LabVIEW front panel of the image and 

data acquisition VI run on the host PC.  

The first task executed on the host PC is the generation of the input waveform from data in a .csv 

file.  Then the camera is opened and configured for continuous acquisition.  A buffer for 2000 

images is built using the host PC’s DRAM.  This is to ensure that every image is captured at a rate 

of 308 fps.  The data and image acquisition are started utilizing a digital signal from the Siemens 

controller on the LENS® when the laser emission is enabled.  This signal is captured by the cRIO 

and relayed to the host PC.  The laser on signal is then sent by the cRIO approximately 200 ms 

after, ensuring that no data is missed.  The analog laser power return signal from the laser to the 

Siemens is captured by the cRIO.  Due to a delay in communication between the cRIO and the 

host PC there is approximately a 200 ms slew between the images captured and the corresponding 

laser power.  This can be corrected by shifting the recorded data, correlating when the laser was 

turned on to when the melt pool is first detected.   
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Figure 3.4 LabVIEW Front Panel 

 

When the input waveform is complete the laser off signal is sent by the cRIO to the laser.  This 

also stops the image and data acquisition.  All digital signals are then reset to their default values 

by the cRIO.  Last, the images saved in the data buffer are then written to file as .tif files.  Complete 

documentation of developed LabVIEW DAQ software is available in Appendix C.   

3.1.3 Image Processing 

 

The image processing algorithm was developed using the Vision Assistant in the LabVIEW Vision 

Development Module and is shown in Figure 3.2.  The original 8-bit gray level (0-255 intensity) 

image is captured by the camera (Fig. 3.2(a)).   The image is then converted to a binary image (0-

1) by applying a threshold value in (Fig. 3.2(b)).  The threshold value is set to 50 in the 

experiments.  The ideal threshold value was determined by depositing several tracks with different 
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widths.  Then, the measurement of track widths was taken and compared with the corresponding 

images to get the appropriate threshold value.  More information on the threshold value experiment 

can be found in Appendix B.  The image is then masked or cropped to eliminate clutter (Fig. 

3.2(c)).  Due to the mounting of the camera the melt pool is always centered in the frame. 

 

Figure 3.5 Image Processing Algorithm 

 

An advanced morphology (convex hull) is then applied which eliminates or reduces the detection 

of multiple circles from (Fig. 3.2(d)).  Ultimately, to measure the width of the melt pool, all circles 

contained inside the outline were detected (Fig. 3.2(e)).  The largest circle was recognized as the 

melt pool.  The width was obtained by measuring the number of pixels that made up the radius of 

the circle.  During the camera calibration it was determined that 92 pixels is equivalent to 1 mm in 

length.  See Appendix A for information on camera calibration.  Using Equation 3.1 the diameter 

of the melt pool is calculated in millimeters. 
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𝑝𝑖𝑥𝑒𝑙𝑠

92
∗ 2 = 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 (𝑚𝑚) 

(3.1) 

3.2 System Identification Experiment 
 

Section 3.2 will discuss the system identification (SID) experiment conducted.  The raw data is 

also presented. 

3.2.1 Experiment Parameters 

 

The experiment consists of a pseudo-random binary input (laser power) with values of 300 and 

400 W at a frequency of 4 Hz.  The depositions consist of ten 25.4 𝑚𝑚 (1 𝑖𝑛) long layer at a travel 

speed of 4.23
𝑚𝑚

𝑠𝑒𝑐
 (10 𝑖𝑝𝑚) for 6.5 seconds.  The hopper that controls powder feed-rate is set to 5 

rpm corresponding to a mass flow rate of 8.67 g/min.  The print chamber environment is argon at 

a slightly positive pressure (≈ 10 𝑚𝐵𝑎𝑟) to prevent air ingress through the chamber opening seals.  

The oxygen content is typically < 0.1 𝑝𝑝𝑚.  The chamber environment also supplies a gas 

pressurizing system that supplies argon at ≈ 25 𝑝𝑠𝑖 to the powder feeders and print head center 

purge nozzle.  The powder is spherical, gas atomized Type 316L stainless steel with a particle size 

of 45 − 150 𝜇𝑚, deposited onto 6.4 𝑚𝑚 (
1

4
𝑖𝑛) 316L plates as substrates.   

3.2.2 Experimental Data 

 

Figures (3.6), (3.7), and (3.8) show the collected experimental data.  For each layer approximately 

1800 data points were captured.  The laser power return signal is a 0-4 VDC analog signal with 

0.97 VDC corresponding to a laser power of 300 W and 1.41 VDC corresponding to 400 W.  The 

average width of the melt pool for the first layer as a function of laser power can be found in Table 

(B.1) in Appendix B.   
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Figure 3.6 Layer 1 – 4 

 

Figure 3.7 Layer 5 - 8 
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Figure 3.8 Layer 9 – 10 

 

From the data the time delay in the system is clear and consistent in each layer.  It is also evident 

that the melt pool diameter increases after layer 4.  Also, as can be seen in all layers there is no 

overshoot in the responses.  Looking at layer 5 in Figure (3.7) the data is inconsistent with the 

other 9 layers.  During the deposition of layer 5 a powder nozzle was obstructed by melted 

powder throw off from the previous layer.  The experiment was halted, and the obstruction was 

cleared.  It was not considered necessary to restart the experiment so long as no other layers were 

deposited with obstructions.  While a model of layer 5 was extracted the data will not be used in 

the design of the controller.    

3.3 System Identification 
 

Section 3.3 covers the process of system identification.  

3.3.1 Dynamic Model 

 

The MATLAB® system identification toolbox was utilized to build first order transfer functions 

with time delay of each layer.  The GUI for the system identification toolbox is show below in 

Figure (3.9).  The structure of each transfer function is shown in Equation (2.2).  The transfer 
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function parameters for each layer are shown in Table (3.1).  The static gain generally decreased 

with each layer, while the time constant decreased with each layer as can be seen in Figure 

(3.10).  The time delay remained constant for every layer.  Again, note that the data for layer 5 

was neglected.  In its place an average of layer 4 and layer 6 was taken.  

Table 3.1 Transfer Function Parameters for different Layers 

Layer Kp Tp Td 
1 1.0554 0.25385 0.099 

2 1.0772 0.21084 0.099 

3 1.1064 0.22969 0.099 

4 1.1337 0.2095 0.099 

5 1.2076 1.3051 0.0122 

6 1.2107 0.1739 0.099 

7 1.2166 0.19029 0.099 

8 1.2272 0.16571 0.099 

9 1.2761 0.15849 0.099 

10 1.2869 0.19788 0.099 

 

 

Figure 3.9 System Identification GUI 
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Figure 3.10 Static Gain and Time Constant by Layer 

After the inclusion of the Padè approximation each transfer function is represented by Equation 

(3.2).  The individual layer parameters are shown in Table (3.2).  Again, note that the parameter 

values of layer 5 diverge from the trend. 

𝐺(𝑠) =
𝐵(𝑠)

𝐴(𝑠)
=

−𝑏3𝑠
3 + 𝑏2𝑠

2 − 𝑏1𝑠 + 𝑏0
𝑎4𝑠4 + 𝑎3𝑠3 + 𝑎2𝑠2 + 𝑎1𝑠 + 𝑎0

 
(3.2) 

Table 3.2 Transfer Function Parameters for different Layers with Padè Approximation 

Layer 𝒃𝟎 𝒃𝟏 𝒃𝟐 𝒃𝟑 𝒂𝟎 𝒂𝟏 𝒂𝟐 𝒂𝟑 𝒂𝟒 

1 13.05e05 6459 127.9 1.055 1.237e05 3.752e04 1675 31.77 0.2539 

2 1.333e05 6594 130.6 1.077 1.237e05 3.22e04 1412 26.56 0.2108 

3 1.368e05 6773 1.341 1.106 1.237e05 3.453e04 1527 28.84 0.2297 

4 1.402e05 6940 137.4 1.134 1.237e05 3.203e04 1404 26.39 0.2095 

5 7.98e07 4.868e05 1188 1.208 6.608e07 8.665e07 5.27e05 1285 1.305 
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6 1.497e05 7412 146.8 1.211 1.237e05 2.763e04 1186 22.08 0.1739 

7 1.505e05 7448 147.5 1.217 1.237e05 2.966e04 1286 24.07 0.1903 

8 1.518e05 7513 148.8 1.227 1.237e05 2.662e04 1136 21.09 0.1657 

9 1.578e05 7812 154.7 1.276 1.237e05 2.572e04 1091 20.21 0.1585 

10 1.592e05 7878 156 1.287 1.237e05 3.059e04 1333 24.99 0.1979 

 

3.3.2 Stability 

 

Control systems should be stable to avoid loss of control and damage to equipment.  Stability can 

be assessed by looking at the poles of the closed-loop transfer function.  All layers were 

determined to be stable, only the stability of the first layer will be discussed.   

The poles of the first layer transfer function were found to be (-49.8750 +47.8186i), ( -49.8750 -

47.8186i), (-10.6227 + 9.8421i), and (-10.6227 - 9.8421i) plotted in Figure (3.11).  The feedback 

loop is stable since all poles have negative real parts.  The sensitivity of the stability was 

determined from the root locus plot shown in Figure (3.12).  The root locus shows that the 

feedback loop is stable for a gain of (𝑘 < 4.4).  The closed-loop step response with 𝑘 =

4.4 𝑎𝑛𝑑 𝑘 = 4.5 confirms this in Figure (3.13). 
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Figure 3.11 Pole-Zero Map (Layer 1) 

 

Figure 3.12 Root Locus (Layer 1) 
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Figure 3.13 Step Response showing Sensitivity to Gain 

 

Figure 3.14 Bode Diagram (Layer 1) 
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Figure 3.15 Step Response with Increasing Gain Values 

The bode diagram showing the gain and phase margin of the frequency response of the system is 

shown in Figure (3.14).  These margins indicate the relative stability of the closed-loop system 

formed by applying unit negative feedback to the system.  There are two gain margins at 13 dB 

and 31.6 dB.  Both margins are positive indicating that stability is lost by increasing the gain.  This 

is confirmed in Figure (3.15) by plotting the closed-loop step response where the gain value is 

increased. 

3.4 Controller Design 
 

Section 3.4 discussed the design of the FST-PI controller.  

3.4.1 Fuzzy Inference Engine 
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The block diagram of the closed loop control system is shown in Figure (2.3).  The system error 

and the rate of change of the error are sent to the fuzzy inference engine and new PI parameters 

are calculated.  The fuzzy inference engine was generated from data using the MATLAB® 

Optimization toolbox.  A Mamdani type engine was used with the And Method “min”, Or 

Method “max”, Implication Method “min”, Aggregation Method “max”, and the Defuzzification 

Method “centroid”.  The rule base was learned using particle swarm optimization from 

experimental data.  Eight rules were learned with each input having three triangular membership 

functions and each output having nine triangular membership functions.  To reduce the number 

of rules, three membership functions were used for each input variable corresponding to negative 

error, zero error, and positive error {N, Z, P}.  This results in 32 = 9 input membership function 

combinations.  Therefore, the fuzzy inference engine uses a maximum of 9 rules corresponding 

to the input membership function combinations.  To improve data generalization, 9 membership 

functions were used for the output variables corresponding to negative big, negative medium, 

negative small, negative zero, zero, positive zero, positive small, positive medium, and positive 

big {NB, NM, NS, NZ, Z, PZ, PS, PM, PB}.  Doing so allows the inference engine to use a 

different output membership function for each rule.  The rule base is shown in Table (3.3).  The 

fuzzy inference system (FIS) was validated using a validation data set.  The initial pre-tuned and 

tuned FIS are shown in Figure (3.20) and Figure (3.21), respectively.  The root mean square error 

(rmse) was also calculated with values of 0.35 for untuned and 0.18 for the tuned FIS because 

the values are relatively similar, the parameter values are not over tuned.  

Table 3.3 Fuzzy Rule Base 

1 𝐼𝑓 (𝑒 𝑖𝑠 𝑍) 𝑡ℎ𝑒𝑛 (𝐾𝑝 𝑖𝑠 𝑁𝑆) 𝑎𝑛𝑑 (𝐾𝑖 𝑖𝑠 𝑁𝑆) 

2 𝐼𝑓 (𝑒̇ 𝑖𝑠 𝑁) 𝑡ℎ𝑒𝑛 (𝐾𝑝 𝑖𝑠 𝑃𝑀) 𝑎𝑛𝑑 (𝐾𝑖 𝑖𝑠 𝑃𝑆) 

3 𝐼𝑓 (𝑒̇ 𝑖𝑠 𝑍) 𝑡ℎ𝑒𝑛 (𝐾𝑝 𝑖𝑠 𝑃𝐵) 𝑎𝑛𝑑 (𝐾𝑖 𝑖𝑠 𝑃𝐵) 

4 𝐼𝑓 (𝑒 𝑖𝑠 𝑃) 𝑎𝑛𝑑 (𝑒̇ 𝑖𝑠 𝑍) 𝑡ℎ𝑒𝑛 (𝐾𝑝 𝑖𝑠 𝑃𝑆) 𝑎𝑛𝑑 (𝐾𝑖 𝑖𝑠 𝑁𝑍)  
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5 𝐼𝑓 (𝑒̇ 𝑖𝑠 𝑃) 𝑡ℎ𝑒𝑛 (𝐾𝑝 𝑖𝑠 𝑍) 

6 𝐼𝑓 (𝑒 𝑖𝑠 𝑁) 𝑎𝑛𝑑 (𝑒̇ 𝑖𝑠 𝑁) 𝑡ℎ𝑒𝑛 (𝐾𝑝 𝑖𝑠 𝑃𝑍) 𝑎𝑛𝑑 (𝐾𝑖 𝑖𝑠 𝑁𝑍) 

7 𝐼𝑓 (𝑒 𝑖𝑠 𝑃) 𝑎𝑛𝑑 (𝑒̇ 𝑖𝑠 𝑁) 𝑡ℎ𝑒𝑛 (𝐾𝑝 𝑖𝑠 𝑁𝑀) 𝑎𝑛𝑑 (𝐾𝑖 𝑖𝑠 𝑃𝑍) 

8 𝐼𝑓 (𝑒 𝑖𝑠 𝑃) 𝑎𝑛𝑑 (𝑒̇ 𝑖𝑠 𝑃) 𝑡ℎ𝑒𝑛 (𝐾𝑝 𝑖𝑠 𝑍) 𝑎𝑛𝑑 (𝐾𝑖  𝑖𝑠 𝑍) 

 

 

Figure 3.16 e Membership Functions 

 

Figure 3.17 e ̇ Membership Functions 
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Figure 3.18 𝐾𝑝 Membership Functions 

 

Figure 3.19 𝐾𝑖   Membership Functions 
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Figure 3.20 Initial FIS Validation 

 

Figure 3.21 Tuned FIS Validation 
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3.4.2 PI Parameters 

 

The initial PID parameters were tuned manually by looking at the step response of the closed 

loop system of layer one, shown in Figure (3.22).  While, the derivative term could lead to faster 

response time, it caused oscillation and eventual instability in the system.  Therefore, a PI 

algorithm was chosen for control of this process.  The PI parameters are adjusted in real time 

using Equations (2.17) and (2.18), respectively.  The initial parameters are set to 𝐾𝑝 =

1.23, 𝑎𝑛𝑑 𝐾𝑖 = 6.19.  Additional, manual tuning of the initial parameters for the FST-PI 

controller resulted in initial values of 𝐾𝑝 = 1, 𝑎𝑛𝑑 𝐾𝑖 = 2.75.  The PI controller used in the 

simulation maintained the initial parameter values.  The SIMULINK® block diagram of the 

control is shown in Figure (3.23).   

 

Figure 3.22 Step Response 
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Figure 3.23 SIMULINK® Block Diagram of FST-PI Controller 
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Chapter Four: Simulation and Conclusion 
 

Chapter four will discuss the simulation conducted and the results of the simulation.  The results 

are discussed, and the conclusion presented.  

4.1 Simulation 
 

Section 4.1 will present the simulation conducted, the parameters used, and the results.  

4.1.1 Simulation Setup 

 

The step response of the FST-PI controller developed was compared to a simple PI controller.  

The PI controller parameters were manually tuned and set to 𝐾𝑝 = 1.23, 𝑎𝑛𝑑 𝐾𝑖 = 6.20, 

respectively.  The SIMULINK® block diagram used for the simulations is shown in Figure (4.1).  

The model of each layer is stored in the MATLAB® workspace and called using the LTI block.  

Note that the step response of layer five was not considered. 

 

Figure 4.1 Simulation SIMULINK® Block Diagram 
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4.1.2 Results 

 

The rise time and percent overshoot of each layer is shown in Table (4.1).  Figure (4.1) shows 

the step responses of each layer.   

Table 4.1 Rise Time and % Overshoot 

Layer FST-PI Controller PI Controller 

 Rise Time (ms) % Overshoot Rise Time (ms) % Overshoot 

1 233.7 8.2 161.9 15.9 

2 198.0 4.8 134.8 16.1 

3 201.9 7.1 139.3 17.5 

4 178.4 5.9 125.7 20.1 

6 136.3 4.8 101.3 26.6 

7 145.2 6.0 108.1 25.0 

8 127.2 6.0 95.5 30.0 

9 116.2 8.3 90.0 33.6 

10 138.8 8.3 103.4 30.0 

 

 

Layer 1 

 

Layer 2 
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Layer 3 

 

Layer 4 

 

Layer 6 

 

Layer 7 

 

Layer 8 

 

Layer 9 
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Layer 10 

 

Figure 4.2 Layer Step Response 

4.1.3 Discussion 

 

The dynamic response of the system changes from layer to layer.  This change is due to the 

change in thermal conductivity after each layer is deposited.  The change of parameters for each 

layer was linear with the parameter values in the denominator increasing with each layer and the 

parameters values in the numerator decreasing with each layer, this can be seen in Table (3.2).  

The change in value between each layer was generally small until layer four, where the value 

change was more pronounced.  After layer four the change in value between each layer was 

again generally small.  This suggests that the greatest change in the heat conduction mode 

occurred between layer four and layer six.  It can be suggested that at this point heat transfer 

mode changes from 3D to 2D conduction.  Therefore, the thermal analysis of the change 

observed between these two layers will be considered in future studies.  The geometry and 

volume of the component being printed may also affect this change.  With smaller volumes 

cooling more rapidly than larger prints. 
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In Figure (4.1) the time delay of the system is evident in each step response.  This time delay is 

approximately 100 ms, the small oscillation in the delay could be reduced by increasing the order 

of the Padè approximation.  However, doing so did not increase the model accuracy or the 

overall controller performance.  High-order Padè approximations produce transfer functions with 

clustered poles.  These pole configurations can be sensitive to perturbation and it is 

recommended to have order 𝑁 < 10 [29].   

Looking at the step response of each layer it is clear that both controllers perform reasonably 

well in the first layer.  Though the simple PI controller quickly beings to oscillate in layer two.  

As previously mentioned, the melt pool diameter increased significantly after the fourth layer.  

This is evident in the increased oscillation in the step response between layer four and layer six.  

Note that due to the poor quality of the data from layer five the step response was not considered.  

There is no significant change in the step response between layer six and layer 10.  The 

oscillation in the simple PI controller increased with each layer.  It is assumed that this 

oscillation would eventually reach instability after sufficient layers were deposited.  Whether it is 

possible to deposit a sufficient number of layers is practical or simply theoretical cannot be 

determined. While the FST-PI controller performs consistently in each layer with the rise time 

and overshoot decreasing with each layer, shown in Table (4.1).   

These results suggest that the FST-PI controller will result in a more consistent melt pool 

diameter during the build.  From the experimental data it is shown that the melt pool diameter 

increases significantly after layer 4.  This has also been observed in small diameter cylinders 

printed using this system.  Where the diameter of the cylinder is smaller near the substrate and as 

the height of the cylinder increases, the diameter increases until an equilibrium point is reached.   
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The objective of this research was to develop a controller to maintain a constant melt pool 

diameter during the build process.  It was the intent that a constant diameter will result in a more 

uniform track morphology and this will result in more uniform material properties in specimens 

printed using the laser powder directed energy deposition process.  The simulation conducted 

here suggests that the FST-PI controller developed is capable of achieving this objective.  

4.2 Conclusion 
 

A process monitoring control system based on an image of the melt pool was developed and 

simulated using MATLAB® and SIMULINK®.  This research showed that the laser powder-

directed energy deposition process is a non-linear process.  The dynamic model of the system 

changed during each layer of the deposition.  This non-linearity is most likely due to the change 

in heat transfer mode during the process. 

Due to this non-linearity a fixed parameter controller could not guarantee consistent 

performance.  An FST-PI controller was developed and simulated that showed consistent 

performance in each layer.  Based on the results of this simulation an FST-PI controller is being 

developed utilizing NI LabVIEW.  The results of real-time measurement and microstructure 

analysis will be presented in a separate paper.  
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Appendix A – Basler acA720-290gm Camera Calibration 
 

The number or pixels corresponding to 1 mm was determined.  

 

Figure A.1 Millimeter Ruler (Keyence) 

The Keyence Digital Microscope was used to verify the distance on the mm ruler. 

 

Figure A.2 Millimeter Ruler (Basler ace) 

The image above was captured using the following camera attributes on NI MAX. (mm ruler) 
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Brightness: 0 

Exposure: 2.0 

Gain: 350 

Resolution: 720 x 480 

LENS® z-offset was -19.452 which is the recommended distance between the substrate (1/4” 

316L steel plate) and powder nozzles.  Using the Vision Assistant in the LabVIEW Vision 

Development Module the number of pixels corresponding to 1 mm was determined.   

 

Figure A.3 Calibration 

Two points were selection with the same y value.  It was determined that 92 pixels corresponds 

to 1 mm in real-world units. 



 

48 

 

Appendix B – Threshold Value Determination 

 

Multiple (1 in.) runs were conducted at varying power (200-400 W) in 50 W increments. 

System parameters; powder feed rate 5 rpm, linear feed rate 19.2 ipm.  Process was recorded at 

150 fpm.  Measurements of the track width were taken and compared to the corresponding 

images. 

 

 

Figure B.1 Threshold Value Determination Runs 
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Figure B.2 200 W Track 

 

 

Figure B.3 250 W Track 
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Figure B.4 300 W Track 

 

 

Figure B.5 350 W Track 
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Figure B.6 400 W Track 

 

 

Each track was measured in three locations and averaged.  Using the image processing algorithm 

developed threshold values were selected by trial and error until an ideal value was found.  The 

results are shown in Table B.1 with ideal threshold value being determined to be 50.  

 

Table B.1 Threshold Value Determination Measurements 

Power (W) Avg Measured Width (mm) Avg Width LabVIEW (mm) % Error 

200 0.53 0.55 3.80 

250 0.77 0.76 1.32 

300 0.99 0.94 4.21 

350 1.13 1.07 5.61 

400 1.30 1.29 0.78 
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Appendix C – LabVIEW Documentation 
 

 

Figure C.1 Host PC Main VI 
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Figure C.2 Host PC Main VI Documentation 
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Figure C.3 Build Waveform VI 
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Figure C.4 Build Image Buffer VI 

 

Figure C.5 Create Data File VI 
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Figure C.6 Write Data File VI 

 

Figure C.7 Save Images to Disk VI 
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Figure C.8 cRIO Main VI 
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Figure C.9 cRIO Main VI (2) 
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Figure C.10 cRIO Main VI Documentation 
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Figure C.11 Enable Laser VI 

 

Figure C.12 Laser On/Off VI 
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Figure C.13 Reset Laser VI 
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Appendix D – MATLAB® Scripts 
 

%% Create data objects for system identification toolbox. 
layer1 = iddata(DiameterLayer1,LaserPowerLayer1,0.0033); 
layer2 = iddata(DiameterLayer2,LaserPowerLayer2,0.0033); 
layer3 = iddata(DiameterLayer3,LaserPowerLayer3,0.0033); 
layer4 = iddata(DiameterLayer4,LaserPowerLayer4,0.0033); 
layer5 = iddata(DiameterLayer5,LaserPowerLayer5,0.0033); 
layer6 = iddata(DiameterLayer6,LaserPowerLayer6,0.0033); 
layer7 = iddata(DiameterLayer7,LaserPowerLayer7,0.0033); 
layer8 = iddata(DiameterLayer8,LaserPowerLayer8,0.0033); 
layer9 = iddata(DiameterLayer9,LaserPowerLayer9,0.0033); 
layer10 = iddata(DiameterLayer10,LaserPowerLayer10,0.0033); 
 

 

 

%% Generate plots of layer data and layer model. 
% Layer model parameters 
Kp = [1.0554 1.0772 1.1064 1.1337 1.2076 1.2107 1.2166 1.2272 1.2761 1.2869]; 
x = 1:1:10; 
Tp = [0.254 0.211 0.230 0.210 0.192 0.174 0.190 0.166 0.158 0.198]; 

  
% Plot layer model parameters. 
figure 
subplot(2,1,1) 
plot(x,Kp) 
grid on 
title('Static Gain') 
xlabel('Layer') 
ylabel('Kp') 
subplot(2,1,2) 
plot(x,Tp) 
grid on 
title('Time Constant') 
xlabel('Layer') 
ylabel('Tp') 

  
% Plot layer data 
figure(2) 
title('Melt Pool Diameter') 
subplot(4,1,1) 
plot(DiameterLayer1);hold on;plot(LaserPowerLayer1) 
grid on 
title('Layer 1') 
subplot(4,1,2) 
plot(DiameterLayer2);hold on;plot(LaserPowerLayer2) 
grid on 
title('Layer 2') 
subplot(4,1,3) 
plot(DiameterLayer2);hold on;plot(LaserPowerLayer2) 
grid on 
title('Layer 3') 
subplot(4,1,4) 
plot(DiameterLayer2);hold on;plot(LaserPowerLayer2) 
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grid on 
title('Layer 4') 
legend('Diameter','Laser Power') 

  
figure(3) 
title('Melt Pool Diameter') 
subplot(4,1,1) 
plot(DiameterLayer5);hold on;plot(LaserPowerLayer5) 
grid on 
title('Layer 5') 
subplot(4,1,2) 
plot(DiameterLayer6);hold on;plot(LaserPowerLayer6) 
grid on 
title('Layer 6') 
subplot(4,1,3) 
plot(DiameterLayer7);hold on;plot(LaserPowerLayer7) 
grid on 
title('Layer 7') 
subplot(4,1,4) 
plot(DiameterLayer8);hold on;plot(LaserPowerLayer8) 
grid on 
title('Layer 8') 
legend('Diameter','Laser Power') 

  
figure(4) 
title('Melt Pool Diameter') 
subplot(4,1,1) 
plot(DiameterLayer9);hold on;plot(LaserPowerLayer9) 
grid on 
title('Layer 9') 
subplot(4,1,2) 
plot(DiameterLayer10);hold on;plot(LaserPowerLayer10) 
grid on 
title('Layer 10') 
legend('Diameter','Laser Power') 
 

 

 

%% Create Pade approximation of each layer. 
% Create transfer function. 
s = tf('s'); 

  
% Create transendental fucntion exp(-sT_d). 
sys = exp(-0.099*s); 

  
% Specify order of Pade approximation. 
sysx = pade(sys,3); 

  
% Generate each layer model. 
sys1 = tf(1.055,[0.25385 1])*sysx; 
sys2 = tf(1.0772,[0.21084 1])*sysx; 
sys3 = tf(1.1064,[0.22969 1])*sysx; 
sys4 = tf(1.1337,[0.2095 1])*sysx; 
sys5 = tf(1.2076,[1.3051 1])*pade(exp(-0.0122*s),3); 
sys6 = tf(1.2107,[0.1739 1])*sysx; 
sys7 = tf(1.2166,[0.19029 1])*sysx; 
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sys8 = tf(1.2272,[0.16571 1])*sysx; 
sys9 = tf(1.2761,[0.15849 1])*sysx; 
sys10 = tf(1.2869,[0.19788 1])*sysx; 

 

 

%% Tune Mamdani Fuzzy Inference System 
% Tunes membership functions (MF) and rule parameters of a Mamdani fuzzy 
% inference system (FIS). Uses particle swarm optimization and pattern 
% search optimization.  

  
% Load the data. 
load('DiameterLayer1.mat') 
load('LaserPowerlayer1.mat') 

  
% Name input and output variable. 
inname = ["e", "e_dot"]; 
outname = ["Kp", "Ki"]; 

  
% Create input and output data sets. 
X = LaserPowerLayer1; 
Y = DiameterLayer1;  
data = horzcat(LaserPowerLayer1,DiameterLayer1); 

  
% Partition data sets into training data and validation data. 
trnX = X(1:2:end,:); 
trnX(862:900) = trnX(861);  
trnY = Y(1:2:end,:); 
trnY(862:900) = trnY(861); 

  
% Extract the range of each data attribute. 
dataRange = [min(data)' max(data)']; 

  
% Create a Mamdani FIS. 
fisin = mamfis; 

  
% Create input and output variable. 
for i = 1:2 
    fisin = addInput(fisin,[-100 100],'Name',inname(i),'NumMFs',3); 
end 
for i = 1:2 
fisin = addOutput(fisin,[-100 100],'Name',outname(i),'NumMFs',9); 
end  

  
%% Tune FIS with training data. 
% Set tuning options. Method is particle swarm, optimization type is 
% learning new rules, restrict maximum number of rules. Number of rules 
% will be less then this value. 
options = 

tunefisOptions('Method','particleswarm','OptimizationType','learning','NumMax

Rules',9); 

  
% Set number of iterations. 
options.MethodOptions.MaxIterations = 20; 
rng('default') 
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% Tune FIS. 
fisout1 = tunefis(fisin,[],trnX,trnY,options);  

  
% After learning rules, tune I/O MF.  
[in,out,rule] = getTunableSettings(fisout1); 
options.OptimizationType = 'tuning'; 
options.Method = 'patternsearch'; 
options.MethodOptions.MaxIterations = 40; 
options.MethodOptions.UseCompletePoll = true; 
rng('default') 
fisout = tunefis(fisout1,[in;out;rule],trnX,trnY,options); 

 

 

 

 

 

 

 

 

 


