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Kinematics of Robot-Human Upper Body Interaction in Virtual,
Augmented and Real Environment

Dissertation Abstract–Idaho State University (2019)

A correct kinematics model for human upper limb that gives all the information about the workspace

and relation between joints and links at any configuration is a fundamental step for human motion

integration in real/augmented environment. This information can also be used for designing exter-

nal tools that can improve human capabilities. The augmented environments include a spectrum of

research areas such as exoskeletons, medical robots, prosthetic limbs, robotic manipulators and hu-

manoids. This dissertation aims at studying the upper limb of human body in terms of kinematics

and using this knowledge to construct, augment and simulate the limb counterparts in real and vir-

tual worlds. This work begins with the description of fundamental issues in kinematics of human up-

per limb which includes the joints types and numbers as well as the workspace and its dimension. By

point synthesis approach, a parallel robot to simulate the human shoulder complex workspace is sug-

gested. Following a task-based approach to design a mechanism to simulate shoulder complex motions,

a method to design exoskeleton as a systematic way is introduced. This work investigates the possibil-

ity of the use of virtual reality (VR) in rehabilitation in order to find out the effects of an immersing

environment consisting of intractable objects on healthy and unhealthy patients. Moreover, a VR ap-

plication to do dimensional synthesis for serial robots and hand structures is created. This enables the

robot designers to modify the design parameters in real-time so a better model is achieved. As the last

part of this research, AR is going to be investigated in an attempt to bridge between Robotics and aug-

mented world where the users can perceive the robot’s state, task and information in a safer, faster and

natural way. The outcome of this research will suggest a model for human upper limb with a more pre-

cise mechanism for shoulder complex. The development of new solutions in virtual reality may provide

a comprehensive platform for robot designers as well as an immersive environment for physical therapy

purposes. Finally, the assessment of the work done and the description of the research to be completed

are included.
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Chapter 1: Introduction

The goal of this research is to create an optimal methodology to identify, simulate and augment human

limb motions, consisting of mathematical tools and programming environments. This is a key aspect

of the development of physical and virtual human-machine interaction, from exoskeleton to immersive

avatars. Having an incomplete or inaccurate model of this interaction leads to sub-optimal solutions

and in some cases rejection by humans of the combined systems.

The primary difficulty of development of such methodology is modeling the human joint correctly.

Due to soft contacts or even in some cases no contact between bones, human joints are not necessar-

ily known in robotics realm which yields in estimating their types and degrees of freedom. Capturing

precise data of limbs motions is another source of complexity which exacerbates the difficulty. Another

problem is adjusting the constructed mechanism to different human anatomical parameters. In addi-

tion, human body constraints puts some restrictions to the design as there is always a chance of invad-

ing or intersecting the human body. On the other hand, in virtual medium, the proposed model needs

to respond fast and accurately to the changes of its surroundings. Interacting with objects through

virtual limbs needs a fast, real-time and realistic physics engine in the virtual world. Finally making a

model that is not limb-specific and can be used as a template for other parts of the human body is nec-

essary and at the same time challenging.

In this dissertation, some of these issues are going to be addressed and an applicable model will be

introduced. In the first part, the focus is on the analysis of upper-limb anatomically and kinematically

including the joint complexes of the hand, arm and shoulder. The arm has been considered as a serial

chain of revolute joints in most of the references and a common link connecting couple of serial chains

is simply the popular mechanism among the researchers to model the hand. But the shoulder complex

is one of the most sophisticated regions of the human body which provides vast ranges of motions due

to its redundant structure while serving a pivotal role in all armmovements. Despite the difficulty of

the problem, researchers have been trying to find a mechanism which mimic the shoulder workspace.

Having a correct kinematic model of the upper-limb gives the opportunity to explore any possible

synergy among joints values where the relations between joints is studied. The methodology utilized

throughout this dissertation is to focus more on the workspace of an specific biological mechanism in-
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stead of its anatomy to design correspondent robotic systems. This perspective leads to a task-based

design method where robotic systems are designed for specific tasks and workspace.

The second part of this dissertation is dedicated to investigating the applications and uses of virtual

reality and augmented reality technology in rehabilitation robotics, exoskeletons, kinematics synthesis

and industrial robots. The goal of the author is to bridge bewteen two new technologies, i.e. robotics

and VR/AR. VR is aimed to develop and test a novel system for the training of the human arm of post-

stroke patients. Fast, accurate and customized modeling and embedding of the arm kinematics is es-

sential for successful perception and training which can be gained in an immersive environment with

interactive virtual objects. AR also can improve the interaction between human and robots by adding

extra information and objects to the real world explaining robot information and intentions as well as

programming and commanding desired tasks and motions.

1.1 HumanUpper-Limb KinematicsModel

We can divide human upper-limb complex into three different systems: Shoulder, arm and hand. The

workspace and the degrees of freedom (DOF) of the human shoulder has always been a difficualt ques-

tion to answer among researchers. A minimal 4-DOF parallel linkage with spherical and translational

joints has been considered in [IEF+13]. Based on [LS03], the shoulder is a 5 DOFmechanism contain-

ing a universal joint with a slider along the clavicle which is dependent to the univeral joint plus the

GH pair with 3 DOFs. Having the shoulder analyzed anatomically and biomechanically, Thomas et al.,

[TMM05] studied the glenoid motion relative to torso which yields 2 DOFs perpendicular sliders. This

model was simplified into only z trnaslational direction in [JB13]. In [Ton05], a 3-DOF planar mecha-

nism was claimed to mimic scapulathoracic articulation. A serial manipulator with two revolute joints

and one prismatic (RRP) all perpendicular on each other is modeled in [KTL07] to provide depres-

sion/elevation and retraction/protraction of the shoulder.

GH is kinematically and anatomically accepted as a spherical pair by many researches due to its ball-

and-socket shape and functionality since [CE14] and approved later by [HSC+90] and [Vee00].

However, there is a small relative motion, about a few millimeters, between the humerus head and
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the glenoid which contradicts the assumption of being a spherical joint ( [MBP+12], [MRL+14],

[CCK+14], [TPLC+16] ). In this work, we consider this relative motion as part of the system (black

box) and focus on the location of humeral head representing the location of GH joint. As a matter of

fact, the duty of the shoulder complex is locating the humeral head. If we can find a mechanism that

can produce the same locations for humeral head, then we meet our goal.

On the other hand, elbow and wirst are not as complicated. The anatomy and workspace of el-

bow and wrist have led many researchers to choose two revolute joints ( [BRBFM00], [KMB+12],

[BRZ+16]). In this dissertation also, we consider the flexion-extension of the elbow and the pronation-

supination of the forearm as two non-intersecting revolute joints. Their particular location and rela-

tive orientation should be calculated by the dimensional synthesis process. Similarly, at the wrist, the

flexion-extension and radial-ulnar deviation as two intersecting revolute joints. The kinematic syn-

thesis for elbow and wrist for spatial robots is well developed as they are considered serial chains; how-

ever, less work has been done so for robotic hands. The design of robotic hands has been attempted in

some different ways [MSVR10], from underactuated hands [Oea14], [QSNS14] to anthropomorphic

hands [CCC14]. In particular, the design of single underactuated fingers has drawn more attention, see

[RAS14] and [CZ15]. The design of multi-fingered robotic hands for simultaneous tasks of the finger-

tips has been extensively studied in [HPG16], [TPGP16] and [SSPG14a]. Other approaches include

workspace optimization [BD15] for multi-fingered robotic hands.

After having a correct model for the human mechanism, an interesting topic is to find the synergy in

different motions created by that mechnism. Synergy is a topic of interest as it helps us understand the

limb motions better which can be used for analyzing stroke subjects and malfunctioned limb. Stages of

recovery from stroke can progress from flaccidity, to uncontrolled movement within basic limb syner-

gistic patterns, to gradual gain of control of these movements, then progression out of these stereotypic

compulsory patterns to a more functional motion [Bru66]. After the recovery phase, some motion

synergies are observed in the patients, typically a flexor or extensor synergy. Motion synergies have also

been observed in healthy patients. The difference seems to be that, while the healthy patient is able to

perform a richer variety of motions by combining primitives or isolating degrees of freedom, it is not
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possible for some stroke patients to decouple the synergies. These synergies have been observed repeat-

edly in patients [O’S14], however the characterization of those as compared to the synergies obtained

in healthy patients using model reduction tools [WF04] has not been done before. Given a kinematic

model for the limb, human synergies have been widely observed ( [BGS11], [GSMP13], [MGE01],

[SFS02]). In particular, human synergies, also called motion primitives, have been widely studied for

human grasping using PCA analysis ( [WF04], [GSMP13], [CHJ+14]).

Regardless of the methodology used in the design process, topology or synergy, the foremost step

is to collect the correct data of human body motions. Human body motion capture is used for many

applications such as character animation, sports and biomechanical analysis. It focuses on simultane-

ously estimating the relative position and orientation of the different body segments and estimating the

absolute position of the body. To have the motion captured, different set of reflective markers should

be placed at key points on the body and the motion of them are tracked using a set of high-resolution

cameras around the subject. This is a vision-based technology [KHS14] which can sense human mo-

tions and is usually referred to as optical motion capture. If properly marked, it is possible to capture

the motion of each degree of freedom or a group of degrees of freedom at each joint. Optical motion

capture systems ( [SPS+11], [LPM]) are among the most widely used in the industry today. ViconTM

is one of the most popular optical motion capture system among researchers and commercial applica-

tions. These systems are popular due to their accuracy; their major disadvantages are cost, portability,

and intrusiveness. Optical systems require indoor setups that typically cost between tens and hundreds

of thousands of dollars. Having the Cartesian coordinates of the markers, triangulation is used to re-

cover the 3D position of these markers in space which are used to fit a skeletal model to the observed

motions. Because of different sources of noises in the captured data, filtering and smoothing are essen-

tial parts of having clean data. [Wol86] is one of the original work for filtering and smoothing where n

noisy data points is determined from the data by means of the Generalized Cross-Validation (GCV) or

predictedMean-Squared Error (MSE) criteria.
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1.2 General Task-BasedMethodology

Extending the concept used in finding the right mechanism to mimic shoulder motions, exoskeletons

in general can be designed by a task-based approach where the workspace or a subspace of that is con-

sidered. Exoskeleton attach directly to a human to augment the abilities of the user. Some of the ap-

plication include medical monitoring and intervention, strenuous and repetitive work, dangerous jobs

and military missions ( [FA06], [RGM+07], [SG10]). For the purpose of industrial and medical ap-

plication, robotic exoskeletons were studied in the late 1960s and 1970s ( [Mos67], [Clo65], [SS73]).

Exoskeletons were also designed to enhance the strength of humans ( [BK90], [KM91]). Currently,

many exoskeleton robots are proposed/designed for the rehabilitation, haptic interaction, and power

augmentation purpose ([KKF03], [GO06], [IKTC14], [BVZ+15]). For more details of recent robotic

exoskeleton developments and applications see [Bog15]. An ideal exoskeleton should generate natu-

ral motions within the workspace of the human limb without causing vibrations or sudden motion

changes and without adding extra load or burden on the user. All these considerations make the design

of robotic exoskeletons difficult. The prevailing notion with exoskeleton research and development is

that ideally they should be able to reproduce every motion that the human operator is capable of. The

common approach in exoskeleton design is to attempt to align each robotic joint axis with its human

counterpart (e.g. a rotational joint for the elbow)( [CLZ+14], [KYH+14]). For example, the surmised

ideal upper extremity exoskeleton should have the same workspace as the human arm. To this end, re-

searchers continue to increase the degrees-of-freedom (DOFs) of their exoskeletons. In the case of the

human arm, excluding the hand and fingers but including the wrist, this is 7 DOFs (3 at the shoulder, 1

at the elbow, 1 at forearm, 2 at wrist). Adding the hand and fingers adds additional DOFs. As the DOFs

increase, so does the complexity, size, weight, and cost of the exoskeleton. Furthermore, good align-

ment is often difficult and the distances between joints must be adjustable to accommodate the vari-

ances of human limbs.

A major practical challenge to the comfort and usability for exoskeletons is the need to avoid mis-

alignment of the exoskeletal joints with the corresponding human joint. Alignment disparities are diffi-
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cult to prevent due to large inter-user variability, and can create large stresses on the attachment system

and underlying human anatomy( [SKS+14], [CBHG16]). An alternative to the rigid exoskeleton is

the soft exoskeleton, where mechanical joint axes are omitted and the human limb itself serves as the

mechanical structure. Actuators are attached between limb segments to augment the strength of the

human subjected. This produces a lighter and less obstructive exoskeleton, but its premier application

may be fatigue mitigation; in the case of human augmentation, either for rehabilitation or industrial

applications, power amplification requires excessive joint and bone loading. For some human joints,

such as the elbow, the motion of the joint can be fairly accurately reproduced with a common robotic

joint (in this case the revolute, or rotating joint). In other cases, however, such as movement of the

shoulder through scapula and clavicle articulation, the human body follow a complex motion that dif-

ficult to reproduce with combination of revolute and prismatic joints. Traditionally, exoskeletons are

designed so that they try to align with the human joint axes of motion ( [BKB10], [BJ04], [KH02]).

This assumes that the location of the axis can be accurately known, and that such a fixed axis exists for

the range of motion of the joint or set of joints, which is not always the case. A clear example of com-

plex kinematic modeling is the thumb, for which precise detection methods such as MRI segmentation

( [SvdS10], [Rus12]) show that considering fixed rotational axes, especially for the CMC joint, is not a

good approximation; see also [CGWH10]. Similarly, the human shoulder follows a complex motion

that its center of rotation changes with its motion [KKF03] which makes the alignment joints of the

human with the exoskeleton more difficult as the location of complex human joints changes.

One of the hypothesis of this work is that for many applications, a complete recreation of the hu-

man workspace may be unnecessary and suboptimal. In fact, a reduced, sub-workspace may be the best

solution. For rehabilitation of the upper extremity, for example, it is likely that a properly designed

robotic exoskeleton could achieve a large percentage of clinically desired motions with a greatly reduced

workspace. In the proposed design methodology, the process is divided into three stages. The first stage

uses motion capture to record the kinematics associated with the desired task or set of tasks. The com-

plexity of the data is then reduced through optimization to a workspace that properly characterizes the

desired task(s). The goal is to accurately represent the design motions with an optimal set of joints and
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actuators. This may be thought of a curve-fitting (regression); we are looking for the proper type and

number of basis-functions (joints, in this case) to reproduce the desired motions without over fitting

the data. The second stage uses dimensional kinematic synthesis in order to create an articulated system

able to follow a specified motion [HRPGK16]. This stage defines, given the type and number of joints

and the loops of the mechanism, the relative position between the joints; this specifies the workspace

of the mechanism. Several methods exist for the dimensional kinematic synthesis of linkages. Geomet-

ric constraints imposed by the joints can be used to define design equations [MS10]; robot kinematics

equations to reach a set of positions can be stated and solved for both the joint variables and the struc-

tural variables ( [LM04], [HDV14]). In our research, we follow [PGM06]. It is important to notice

that any dimensional synthesis method used for the second stage can be used to provide the input data

(the joint axes and their connectivity) for the third stage. The third stage deals with the optimization of

the links to satisfy a set of performance requirements. Many of these additional performances, such as

motion smoothness, obstacle avoidance, force transmission, or physical dimensions to name a few, are

fully or partially independent of the kinematic task. The optimization stage has been successfully de-

veloped, implemented and tested in several mechanism designs. It is a general method that can be used

to optimize different topologies; such as serial chain, closed linkages, linkages with tree structure and

hybrid mechanisms. The output from the optimization algorithm is used for CAD implementation.

This helps to have a 3D visualization and simulation of several candidate solutions. The CADmodel

also used to check the response of different actuators and their placement in the mechanism.

1.3 Virtual Reality for Rehabilitation

Recent research has shown that VR environments enhance recovery after spinal cord injury [VBK+13],

and that action-observation training improves upper-limb function in children with unilateral cerebral

palsy [SFC+13]. utilizing this technology, VR, will allow us to exploit the visual link between action-

perception and action-production and develop more effective retraining protocols in controlled clinical

environments. Human imaging work (PET, fMRI) has revealed a mirror-neuron network (pre-motor

cortex, parietal lobe, temporal lobe) that supports our ability to learn through action imitation and ac-
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tion observation ( [FFG+05], [CMGG+04], [CCF11]). This direct link between human visual percep-

tion and human action execution is diminished [PBFH05] or disappears when non-anthropomorphic

motion is observed (see [UMCA06], [TB08], [OMRP07]). Research over couple of past years has

started to investigate how action-observation protocols linked to the mirror neuron systemmay ben-

efit recovery of function after stroke and enhance clinical training protocols. Some promise regarding

the use of action-observation as a means to tap into the mirror neuron system in the clinic have come

from training protocols that use video to help patients mimic activities of daily living [ESS+07] and

virtual reality systems that transfer the motion of the patient’s real arm to a set of virtual arms in real

time ( [ESP+07], [PHB12]).

1.4 Virtual Reality in Robotics SystemDesign

A virtual reality environment for robotic design is desirable for several reasons related to human per-

ception of spatial positions and spatial motion. Among those reasons spatial task definition, candi-

date selection and performance assessment are to be highlighted in this work. Defining a task with spa-

tial (3D) motion is difficult for the designer because we lack the graphical aid tools that are available

for planar motion. This difficulty of defining three-dimensional motion tasks for rigid bodies is well

known [KVL02]; as a consequence, a couple of techniques have become popular. Teach pendant is

the task definition process in which the robot is manually guided through the task and the motion is

being recorded as robot joint angles. In this area, progress is being made in the use of virtual and aug-

mented reality [CPG+15]. Sensing the desired motion as performed by a moving element is done using

motion capture with infrared cameras. This method provides realistic sets of data points for human

motion; however, noise from sensors and other problems such as relative movement of marker with

respect to the underlying bone due to skin deformation need to be addressed. Also the excessive rich-

ness of the data should taken to account. Small motions in the many degrees of freedom of the human

body are captured even when the subject is trying to perform a single motion [VUPGK06]. Those

mini-motions need to be identified in the dataset and possibly eliminated. Another issue is the deal-

ing with excess of information, commonly with hundreds of data points per seconds. Using all those
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points leads to a costly optimization process, while in downsampling we may be missing key parts of

the motion while keeping uninteresting segments.

Usually the number of solutions that can be created for a given task is an open set, and ranking all

possible designs is costly and many times lacks objective meaningful measures. Limiting the search

space for designs is complicated because of the very nonlinear nature of the problem, which makes the

selection of this search space difficult. VR provides an interactive and natural environment to do this,

see [BV17]. Finally, once a design is selected, its performance needs to be assessed. VR offers the possi-

bility of a quick and intuitive assessment of the robot performance. Automatic environment modeling

using VR is used for teaching by demonstration of grasping actions [AC07], and for mechanismmo-

tion [BCM07]. VR was applied in kinematic design in [KVL02] and [LVK02].

1.5 Augmented Reality for Robot Interaction

Collaboration among teammembers in different activities elementally relies on howmuch each indi-

vidual can perceive and anticipate other teammembers’ behavior and action [KFBW05]. Robots are

becoming more and more popular in different aspects of industrial applications. For safety purposes,

robots are usually working in cells and isolated spaces where no human can enter without stopping the

process. However, if we have a clear, precises collaboration and communication with the robot, then

we can add that to the team as if it is a teammate. This will increase the performance and outcome of

the whole team. In human-human interactions, many signs are used to convey the intentions but in

robot-human interactions, there are less available cues to predict and collaborate. In recent work, re-

searchers have tried to add some features to improve the robot-human interaction; in [DLS13], legible

motions were introduced and investigated to have clear robot intentions. Expressive motion primitives

were developed in [SMF14] and projector-based systems has been used in ( [AMMB16], [CAKL15],

[WIM+15] )to provide extra information about the robot and the system. In [BRV16], light signals

were used as explicit cues. The main goal is to have a clear interaction with robots where the other

teammates or users can feel comfortable to work with and around the robots. Augmented reality tech-

nology as it is obvious by its name augments the real world by virtual objects so we, human, can have
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a better understanding of our surroundings. Therefore, AR can be a perfect platform to augment the

perception of the robots for human and users. AR has been considered for human-robot interactions

for aerial robot in [WHLS18].

Moreover, there are situations where because of hazardous materials, burden of the work or high

precision but small autonomy, a robot that can be remotely operated is needed. As a result, teleoper-

arion is another paradigm for human-robot communications. Some of the applications are medical

and surgerical purposes ( [NMG04], [TMFD08]), aerial robots [PRC+17] and space exploration

[MLMON07]. A great deal of research has been done on human performance issues with regard to

robotic teleoperation interfaces, mixed teleoperation and supervisory control systems [CHB07]. Tele-

operating robot and information exchange between human and robots through AR has been consid-

ered in prior work ( [DCMP03], [GBCC08], [MZDG93], [RBTB16], [TRK+17]) . Recently it has

been verified that using AR significantly improves objective measures of teleoperation performance and

speed while reducing crashes [HWS18].

Augmented reality seems to have a lot of capabilities in different respects; collaborative environment,

teleoperating, reducing the gap between simulation and implementation by enabling the prototyping

of algorithms, system information, assembly and manufacturing process ( [MKM+16], [MKKM16],

[HMS+15], [EGL16]). In this dissertation, the author aims at investigating the possibilities of AR uses

in Robotics in general and in particular creating an AR platform for ABB robots where both the users

and designers can enhance their interaction with robots.

1.6 Research Goals

In the previous sections, we have seen that modeling human joints is a challenging process because of

soft contact between bones. Also capturing the data of human limbs is another difficulty due to skin

motion that creates unwanted relative motions in the markers data. Furthermore, modeling the human

limbs based on how they look and their anatomy does not create working and satisfying results. On the

other hand, emerging technology like VR and AR are to be discovered for the possibility of creating a

more natural and intractable relations between human and robots. This dissertation aims to address
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these challenges; so the goals of this research is structured in the following objectives:

• Find a correct kinematic model of human upper limb including shoulder complex to identify its

motions.

• Expand the human upper limb capabilities by introducing task-based dimensional kinematics

synthesis for exoskeletons.

• Implement virtual version of human upper limb for rehabilitation and physical therapy.

• Utilize virtual model of human upper limb for robotics design and programming.

• Enhance human upper limb capacities by Augmented Reality for robot-human interaction pur-

poses.

The following chapters describe the research already done and the proposed research to complete the

goal.



12
Chapter 2: Kinematics of Human Upper-Limb

Human upper limb consisting of shoulder complex, arm and hand are studied in this chapter. The

aim is to understand the anatomy of theses systems first, and then see how the motions of each of these

parts can be captured or calculated if they are physically unreachable. The next step is the workspace of

these limbs so that we can find comparably good candidates (mechanical mechanisms) whose DOF and

space in which they work in is similar. In the end, having the correct kinematics model of the upper

limb, we can try to find any possible synergy among shoulder, arm or hand joints.

2.1 HumanUpper Limb Anatomy

The first part of human upper limb is the shoulder girdle. This complex is one of the most complicated

parts of the human body which provides sophisticated motions due to its redundant structure. It plays

a significant role on hand and armmotions and must be analyzed kinematically correctly to have the

modeled robotic arm working properly as the real one.

The shoulder girdle is a set of joints that can provide complex motions due to its combination of se-

rial and parallel structures. It comprises three bones, clavicle, scapula, and humerus, attached serially to

the thorax as a base. These bones are connected by the sternoclavicular, acromioclavicular, and gleno-

humeral joints, as shown in Figure 2.2.

Clavicle contains two curves (Figure 2.3); the first one is 2/3 of the whole length, medial, which has

a convex curve and the other one is the lateral on the remained 1/3 of the length having a concave curve

if it is seen from front view. This bone is the only one that stays naturally horizontally in the human

body. The lateral end of this bone articulates with the acromion process of scapula and the medial end

connects to the sternum. In medial side, clavicle is like a rounded shaft whereas on the both ends, it is

flattened. Clavicle carries some part of the weight of upper limb and increases the functional efficiency

of the upper limb greatly because it is laterally away from the body.

The humerus is the biggest bone in the upper limb (Figure 2.4, on the left). Humerus movements

are vital for different tasks of the arm such as typing, holding, pushing and lifting. In terms of struc-

ture, the humerus functions as a link between the scapula and the elbow. At the elbow joint, it links to

the two bones in the lower arm. One can divide the humerus into three segments. The rounded head
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Figure 2.1: Human Shoulder.

Source: www.menshealth.com

Figure 2.2: Human Shoulder Girdle. (le ) front view. (right) back view.

Source: Constructed with Kineman
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Figure 2.3: Clavicle.

Source: wp.stu.ca

at the top, the shaft of the humerus which has a cylindrical shape and its bottom part which articulates

forearm. Due to its structure and physiology, the role of humerus in entire armmovements is in fact

very crucial [Winb].

The scapula (shoulder blade) is a flat triangular-shaped bone at the back of the trunk and glides over

the surface of ribs two to seven (Figure 2.4, on the right). Indeed, there is no bony contact between

scapula and thorax which provides quite large free motions in different directions.

The human shoulder girdle comprises four joints between the aforementioned bones above (see Fig-

ure 2.5). The first joint is Sternoclavicular joint which is between the sternum and clavicle. There is no

muscle directly acting on this joint (passive) but almost any movement in the shoulder complex impacts

on it.

Nevertheless, this joint reciprocate for the scapula motions. The second joint is Acromioclavicular

(AC) which links the scapula to the clavicle. And the third joint is Glenohumeral joint. The GH joint

facilitates the articulation between the glenoid and the head of the humerus. It is commonly accepted,

both for anatomic and kinematic purposes, to consider the GH joint as a spherical (ball-and-socket)

joint. It allows rotational motions of the arm around shoulder region as well as small translational

movement towards or away from the body. Because of this joint humerus can move up and down ver-

tically too. This joint creates an important rhythm where it allows the glenoid to compensate for the

varying movements of the humerus head. This rhythm will be investigated more in details in the fol-
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(a) Humerus. (b) Scapula.

Figure 2.4: (le ) humerus of human upper limb. (right) scapula of human upper limb

Sources: www.eurekalert.org, www.cgtrader.com

lowing sections for an attempt to find GH joint locations.

Finally, Scapulothoracic joint which helps scapula glide over a curved surface on the rib cage. This

joint is not an anatomical joint because it does not have ligaments or capsules at the place of bones con-

tacts. The connection is held by couple of muscles pressing the scapula against thorax, creating kine-

matically a planar joint gliding over the rib cage.

The next segment of the upper limb is the elbow (Figure 2.6). The elbow joint is between the arm

and the forearm. It basically articulates three bones: the humerus of the arm and the radius and the

ulna of the forearm. The elbow joint provides the flexion and extension of the forearm relative to the

upper arm, as well as rotation of the forearm and the wrist.

The structure and bones of the wrist and hand create flexibility and the possibility of manipula-

tion of varied objects in vast ranges of ways. Each hand contains 27 distinct bones (Figure 2.7). The

movements of bones in wrist and hand are supported by forearm’s ulna and radius which provide the

supination and pronation motions of the hand ( [Wina]). There are eight small carpal bones in the

wrist that are firmly bound in two rows of four bones each. These bones mass is called the carpus. The

carpus is rounded on its proximal end, where it articulates with the ulna and radius at the wrist.

Wrist plays an important role between the forearm and palm, making rotational movements possible
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Figure 2.5: Shoulder Joints

Source: www.eorthopod.com

for hand around many different directions. Each finger extending from palm are moved by tiny muscles

in the hand which provides stretching, compressing, and folding for the palm. There are 3 phalanges

in each finger except for the thumb that has only 2. The phalanges are long bones that create hinge be-

tween each other. Phalanges that connect to the metacarpals at the bottom of the fingers are recognized

as the proximal and the ones at the end of each finger are called the distal phalanges.

2.2 HumanMotion Capture

To study human body motions, the data of the limbs movements should be captured somehow. One

of the best ways to do so is through optical motion capture systems where reflective markers on the

particular parts of the body are detected by cameras and their Cartesian coordinate information are

stored. ViconTM is one of the most popular systems to capture human motions which was used in this

work as well. This system is designed to capture markers locations with adjustable rate (in the unit of

frames per second) which yields thousands of data points. In the present study as shown in Figure 2.8,

Bonita cameras are set up around the subject to provide a good workspace to capture targeted motions.

The spatial position of each marker is tracked with respect to the world frame which is set up during

the calibration stage.
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Figure 2.6: Elbow.

Source: www.no nghamshoulders.com

Figure 2.7: Wrist and Hand.

Source: [IRKS17]
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Figure 2.8: Mo on capture setup.

When using optical motion capture systems, there are some pros and cons. Since the capturing pro-

cess has to be done in the laboratory it makes it difficult to have the outdoor motion tracked and maybe

the body mounted cameras are better system to record the outdoor motions. Also the use of markers

may cause the data to be off from the accepted value because of the non-rigidity of the human body.

The distance of the markers to the center of rotation on the rigid body and center of the capture vol-

ume, speed of the motion and system calibration and not-optimized capture volume can be all different

sources of error for a capture using this system. That being said, motion capture system is still one of

the best choice for researchers to employ since it is accurate and can be applied to many situations in-

volving motion capture data acquisition.

Depending on the purpose of capturing the data of each limb, there are two different strategies in

terms of arrangement of the markers. One single marker provides the position of one spot of the limb

while if we need to capture the full rigid-body information of each limb, i.e. position and orientation, a

frame having 3 markers mounted on (L-frame) should be used (see Figure 2.9).

The calculation process to obtain three vectors perpendicular to each other, representing the moving

frame of each limb, is as follows:

• Let the positions of three markers on the L-frame in the world frame bem1,m2 andm3.
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Figure 2.9: The spots of different markers on the subject’s body.

• Calculate the vectors connecting the middle marker to the other two: p1 = m2 − m1, p2 =

m3 −m1, p3 = p1 × p2.

• Calculate the unit vector of p1: u1 =
p1
|p1|

.

• Find the vertical element of p2 which is perpendicular to p1: p2n = p2 − (p2 · u1)u1

• Normalize p2n to obtain the unit vector of the second perpendicular vector: u2 =
p2n
|p2n|

.

• Find the vertical element of p3 which is perpendicular to both p1 and p2: p3n = p3 − (p3 ·

u1)u1 − (p3 · u2)u2.

• Calculate the unit vector of the third perpendicular vector: u3 =
p3n
|p3n|

Applying the above steps, the L-frames shown in 2.9 are converted to kinematic moving frames con-

taining rigid body position and orientation information (See Figure 2.10).

This whole process of making the kinematic frames and calculating the position and orientation of

each limb is done in a MATLAB tool box created by the author (See Appendix A). This tool box reads

the output of ViconTM with software NexusTM and plot the kinematics frames, in desired coordinate

frame, for each data point captured by the system.
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Figure 2.10: The kinema cs frames for each limb considered as rigid body. {St} is the frame containing kinema cs informa on of

Sternum. Likewise, {Sc} and {Hu} represent Scapula and Humerus respec vely. Cl is a single marker only containing the posi on

informa on.

2.3 Kinematics Synthesis

Having the correct data of human limbs motions, we can go to the next step which is kinematics design

process. The design of any mechanical system in 3D needs to consider kinematic, dynamic and other re-

quirements. In a first stage, the kinematic design will determine some basic properties of the system re-

garding the mechanical structure, usually denoted the topology, which determines the number and type

of joints and their connectivity. A second stage will consider dynamic and other performance require-

ments to shape the links connecting the joints as well as the links that will interact directly with the

environment. Finally in a third stage the system needs to be instrumented and actuated. These three

stages are not necessarily consecutive.

In this work we focus on the kinematic design stage. Kinematic synthesis, the process of creating a

mechanical system for a given motion task, can be used in order to select and size a topology as a can-

didate hand design. The input for the kinematic synthesis will be a desired motion for the system as

well as other performance requirements, and the output will be an articulated system in which basic

dimension are defined. Fig. 2.11 shows the kinematic design process.

The kinematic chain is designed for a desired task, the intended motion of the elements of the hand
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Figure 2.11: Flowchart for the kinema c design process.

whose interaction with the environment is of interest, usually the fingertips or end-effector. For a

multi-fingered hand, a simultaneousmotion of all fingertips or surface contacts, which could be any

limb of the hand, is to be defined. Given the task, the type synthesis or structural synthesis, seeks to

select the best topology by enumeration, selection and ranking of the kinematic chain to be used as can-

didate designs. It includes the selection or calculation of the number of fingers, number of common

joints and for each serial chain making each branch, as well as the type of joints to be used. In the case

of simultaneous end effectors, the solvability of the overall chain needs to be calculated [MPG14].

In the dimensional synthesis stage, the position of the joint axes are to be calculated, for the selected

solvable topology and for the desired kinematic task. The output of the process is the position of the

joint axes at a reference configuration, which is equivalent to the set of parameters defining the rela-

tive location and orientation between adjacent joints. At the end of the process, a prototype design is

obtained that needs to be analyzed and simulated for performance fullfilment.

2.3.1 Design of Serial Robots

Most of the robots used for manipulation and inspection consist or have a subsystem consisting of a

series of joints leading to an end-effector, which is known as a serial robot or a robotic arm. The design
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of a robotic arm is usually done by creating a serial chain that allows positioning the end effector at a

desired set of positions, with a final wrist for orientation and a gripper-like attachment for grasping and

manipulation.

A more systematic way of designing serial robots will follow the kinematic design methodology, in

which the robot topology will be selected based on the desired task. A kinematic task is usually defined

as a set of finitely-separated positions. Velocities, or even accelerations, can be defined at some of those

positions. The selection of the type and number of joints of the arm is usually done based on the de-

sired mobility of the robot in order to reach all positions of the task or workspace.

Dimensional kinematic synthesis seeks to find the position of the joint axes for a given topology

and given task. Consider the direction s and moment s0 of a line representing a joint axis expressed

in Plucker coordinates S = s+ εs0. By adding the pitch p = t/φ to this line, it can be transformed onto

a unit screw J = s+ ε(s0 + ps)which combines the translational and rotational motion along the joint

axis. Then transformation can be expressed as the representation-agnostic exponential,

S(φ, t) = eJφ. (2.1)

If t = 0, the notation denotes a revolute joint and in the case of φ = 0, it represents the prismatic

joint. Product of these exponentials can explain the relative transformation between each target pose

and a reference pose, Ptarget. These form the synthesis equations shown in Eq.(2.2), which have to be

solved simultaneously.

S1(θi
1)S2(θi

2)...Sn(θi
n) = Pi

target, i = 1, . . . ,m, (2.2)

where n is the degrees of freedom or number of joints in the serial manipulator andm is the number

of desired poses. Solving these equations requires powerful numerical solvers due to their high degrees

and nonlinearity.



23

Figure 2.12: A five-fingered, two-palm hand topology. (a) indicates the numbering of the edges and (b) indicates the number of joints

for each edge. Below: A kinema c sketch of the hand.

2.3.2 Design of Robotic Hands

Robotic hands are mechanical linkages with a tree topology (see [TPPG18] for more details). A tree

topology for a kinematic chain has a set of common joints spanning several chains and ending in multi-

ple end-effectors [Sel04], the fingertips in the case of a hand. A branch of the hand is defined as a serial

chain connecting the root node to one of the end-effectors, and a palm is a link that is ternary or above.

The tree topology can be represented as rooted a tree graph, see [Tsa01]. See a tree topology in Fig. 2.12.

Given the large number of topologies available for multi-fingered hands, it is necessary to derive

some criterion to select the most suited topologies for a given task. Selection on the candidate topolo-

gies can be based on the number of positions of the task, the number of fingertips, the hand complex-

ity, and the solvability, that is, the ability of the topology for being synthesized. Algorithms have been

developed [TPGP16] to find solvable topologies for a defined task.

Dimensional kinematic synthesis is performed in a similar fashion as the synthesis or armmanipu-

lators. Consider a hand topology with b branches and a total of ne joint axes Si, and create the sets of

ordered indices Bj of joints belonging to the serial chain starting at the root and ending on end-effector

j, for j = 1, . . . , b. Given a simultaneous task for each fingertip, characterized by a set ofmp finite posi-

tions P̂b
1k andmv velocities Ṗb

k, kinematic synthesis is applied by equating the forward kinematics equa-

tions of each branch to the relative displacement of the corresponding fingertip. Similarly, velocities
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can be defined for some of those task positions,

F(S,Δθ, θ̇) =
{ P̂j

1k −
∏
i∈Bj

e
Δθk

i
2 Si ,

k = 2, . . . ,mp

j = 1, . . . , b

Ṗj
k −

∑
i∈Bj

θ̇k
i S

k
i ,

k = 1, . . . ,mv

j = 1, . . . , b

(2.3)

where Ski is the ith joint axes when moved to position k. This yields a total of 6(m − 1)b independent

equations to be simultaneously solved. Again, this set of equations needs to be solved using numerical

methods to obtain a kinematic design.

2.4 HumanMotion Synergy

Motion synergies are principal components of the movement, obtained as combinations of joint de-

grees of freedom, that account for common postures of the human body. These synergies are usually

obtained by capturing the motion of the human joints and reducing the dimensionality of the joint

space with techniques such as Principal Component Analysis (PCA). For the purpose of identifiyng

angular synergies, the model needs to be able to capture the main degrees of freedom while adapting

to the user’s dimensions. This can be accomplished by selecting a set of kinematic chains with similar

motion complexity and performing dimensional synthesis in order to select the best fitted chain and to

adapt it to the subject.

The goal is to create an experimental procedure to compare synergies for stroke patients and for

healthy subjects, and to provide the results of pilot data comparing stroke and non-stroke patients. In

order to do so, a low-error kinematic topology is selected for the upper limb and fitted to each subject

individually using kinematic synthesis techniques. The motion is captured using a Vicon™system, and

inverse kinematic techniques are used to calculate the joint variables for every joint of the model. Those

joint angles are then used to compute motion primitives using PCA techniques.

The PCA technique allows identifying patterns in the data and those can be used to reduce its di-

mensionality without much loss of information. Consider a k-dimensional vector oi
T containing all
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joint variables defining the upper-limb configuration for frame i. For a set ofm observations in a k-

dimensional space, them × kmatrix [O] contains the angles for all the frames. We use the standard

technique of creating a new set of observations as the errors oi
e from the mean value oA along an entire

motion,

oA =

∑m
i=1 o

i
T

m . (2.4)

The newmatrix of observation errors [Oe] is used to compute the covariance matrix [C],

[C] = [Oe]
T[Oe], (2.5)

from which the eigenvalues λi and eigenvectors ui, i = 1, . . . k, are calculated. The percentage of the

data explained is controlled by the number r of eigenvalues selected,

λ1 + . . .+ λr

λ1 + . . .+ λk
≥ p. (2.6)

When used to obtain a smaller-dimensional set of reconstructed data, the weights of the data vectors

with respect to the r-dimensional eigenvector basis are calculated. Consider the k× rmatrix [M]where

the columns are the selected eigenvectors, the matrix of weights is

[W] = [Oe][M], (2.7)

and the data can be reconstructed as

õi = oA +
k∑

j=1

wijuj. (2.8)

Using this method the relation between angles along a trajectory for a particular motion can be iden-

tified.
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2.5 KinematicsModel I

In order to calculate the motion of each degree of freedom in the upper limb, a good kinematic model

is needed. Models are usually anatomically correct or are simplified based on robot kinematics [SK08].

There is a great variety of simplified kinematic chains to represent the human skeleton motion, ranging

from simplest, consisting of spherical joints in all joints, to more complicated combinations of revolute,

prismatic and spherical joints. In the kinematic model, an additional aspect to consider is the fitting

of the model to the human subject, that is, the correct location and orientation of each joint in order

to replicate the human motion. This is sometimes accomplished by measuring anatomic features with

different degrees of accuracy. Other possibility, used in this work, is to apply kinematic synthesis tech-

niques to size the kinematic chain [VUPGK06].

The upper-limb kinematics includes the joint complexes of the hand, wrist, forearm, elbow, and

shoulder. In this work, different kinematic models in the literature have been reviewed, and a serial

chain, where it starts from sternum and ends at the wrist, is considered and designed for the upper arm;

the hand is skipped in this model and can be designed later on. A three degree of freedom (3-DOF)

linkage containing two revolute joints and one prismatic joint has been chosen to simulate the shoulder

motion. A spherical joint represents the Glenohumeral (GH) joint; the elbow and ulna-radius rotations

are represented by two revolute joints and the wrist is modeled with two revolute joints. The hand has

a tree structure and branches into the individual phalanges, with a 2-dof MCP joint and single revolute

joints for the rest of the phalangeal joints.

Figure 2.13: Approximately spherical mo on of the marker placed at the end of the clavicle.
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2.5.1 The Shoulder Complex

It is commonly accepted, both for anatomic and kinematic purposes, to consider the GH joint as a

spherical joint. Then locating the centre of the GH joint suffices to model the motion from thorax to

upper arm. In order to asses the kinematic model that can best fit the displacement of the GH center,

motion capture data have been collected for 5 different motions and for a total of 620 points. Figure

2.13 shows that the marker at the end of the clavicle has an approximate spherical motion, with an error

of approximately 15 mm.

The shoulder complex kinematics is modeled using a serial chain, consisting of a universal joint (U)

to obtain the spherical motion, followed by a prismatic (P) joint to adjust the radius of the sphere for

minimum error. Figure 2.14 shows the UP-chain kinematic model of the shoulder.

Figure 2.14: Kinema c model for the shoulder.

2.5.2 Elbow andWrist Joints

We consider the flexion-extension of the elbow and the pronation-supination of the forearm as two

nonintersecting R joints. Their particular location and relative orientation is given by the dimensional

synthesis process explained below. Similarly, at the wrist we consider the flexion-extension and radial-

ulnar deviation as two intersecting R joints. This is shown in Figure 2.15.

2.5.3 Hand complex

The kinematic model of the hand follows a tree structure, where each finger is a serial chain spanning

from a rigid palm. Fingers are modelled as serial 4R chains, in which the distal chain consists of parallel
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Figure 2.15: Kinema cs model for the elbow, forearm and wrist.

joints, following the human anatomy, while the first R joint models the finger abduction-adduction, as

can be seen in Figure 2.16.

Figure 2.16: Kinema c model for the hand.

2.5.4 Generalized Inverse Kinematics

The kinematic model of the arm allows reducing the information of a given armmotion to a set of

joint variables, which determine the rotation or translation associated to each joint of the model. The

generalized inverse kinematics uses dimensional synthesis to fit the kinematic chain to the particular

dimensions of the subject on a first step [VUPGK06], to calculate then the joint variables associated

to each of the joints of the fitted model. Both the fitting and the inverse kinematics are calculated from

the motion.

In the first step, point synthesis is used to calculate the UP shoulder chain and joint variables by

equating the motion of the UP chain to the point locations of the marker, PGH,
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S1(θi
1)S2(θi

2)S3(ti) = Pi
GH, i = 1, . . . ,m, (2.9)

where S1 and S2 are perpendicular and intersecting lines, and only the translational part of the dis-

placement is considered.

After this, the center of the GH spherical joint is computed. Any 3 perpendicular and intersecting

rotation axes can be used to create the spherical joint; joint axes are Pi = ei + εg × ei, where unit basis

vectors e1, e2 and e3 are used for the direction, intersecting at a common point g, and with rotation

angles φ1, φ2 and φ3.

The displacement of the spherical joint,H(φi
1,φi

2,φi
3) is equated to each pose of the upper arm,Dsh,

in order to find the intersection point of the three axes and the rotation angle about each axis,

H(φi
1,φ

i
2,φ

i
3) = H1(φi

1)H2(φi
2)H3(φi

3) = Di
sh, i = 1, . . . ,m. (2.10)

Similarly for the elbow and pronation-supination of the forearm, consider two revolute joints of axes

B1 = b1+ εn1 and B2 = b2+ εn2. The wrist model consists also of two revolute joints of axesA1 andA2

as shown in Figure 2.15. The precise location of these joints is calculated by equating the model to the

motion of the palm with respect to the proximal arm,Dwr,

B1(βi
1)B2(βi

2)A1(αi
1)A2(αi

2) = Di
wr, i = 1, . . . ,m, (2.11)

and adding the extra constraints of the axes being perpendicular and intersecting according to the

model.

The hand model for each finger can be solved separately. Each finger is based on a URR chain, where

the universal (U) joint corresponds to the metacarpophalangeal joints (MCP) human joint and each

phalangeal joint is a revoute (R) joint, all of them being parallel. Those degrees of freedom with small

or coupled motion have been simplified in the hand model. The markers allow separate solutions for

the motion of the MCP joint, D̂Ui, and the two phalangeal joints, D̂RRi. Consider D̂phx−i and D̂fing−i

the motion of the proximal phalanx and fingertip with respect to the previous limb, respectively. Di-
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mensional synthesis equations can then be created and solved separately,

O1(ωi
j1)O2(ωi

j2) = D̂i
ph−j, j = 1, . . . , 5, i = 1, . . . ,m, (2.12)

M1(μi
j1)M2(μi

j2) = D̂i
fing−j, j = 1, . . . , 5, i = 1, . . . ,m, (2.13)

In order to minimize the effect of the error in the data, an approximate solution is computed by us-

ing an excess of positions. For the dimensional synthesis part, this is accomplished using a constrained

optimization algorithm, in which the constraints are the Plucker coordinates of the joint axes, which

must be exactly enforced.

Once the joint axes are found to a satisfactory error, these are used to compute the inverse kinemat-

ics for the overall motion of the limb. For the inverse kinematics, the same set of equations (Eq.(2.9)

to Eq.(2.13)) are used, where the screw axes are now known and only the joint variables appear as un-

known. For the simplest chains, the dimensional synthesis and inverse kinematics steps can be solved

simultaneously.

2.5.5 Experimental Setup andData Acquisition

The results presented here correspond to two subjects, one healthy subject (HS) and one stroke subjects

(SV). Stroke victim 1 (SV1) had a stroke within a year of capture, and underwent physical therapy. The

physical effect of the stroke was the partial paralysis to the left side. Several movements are to be studied

in order to recruit all the joints of the body within daily tasks. In particular, movements targeted in this

study are:

1. Cross grasping: opening of a door.

2. Power grasp with flexion: grasping a glass and drinking.

3. Extended arm, two finger point: pointing in front of the subject. Arm in right angle with the

upper arm parallel to the torso and is held out with the thumb up. Full open-close motion.
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All subjects were asked to performmotions 1 to 3 above. Five trials were recorded for each motion

and each subject, the time for each trial depending on the subject; some trials were as short as 8 seconds

and some as long as 43 seconds. The resulting set of points for both subjects is presented in Figure 2.17.

Figure 2.17: Mo on Trajectories for Shoulder, Upper Arm and Palm. Both HS2 subject (le ) and SV1 subject (right) for the Open

Door mo on.

The motion is captured using the ViconTM system, with software NexusTM 2.2. Vicon Nexus is de-

signed to follow and record the spatial coordinates of markers placed on human subjects.

In the setup for capturing upper body motion, up to eight Bonita cameras are placed around the

designed area of focus, see Figures 2.18 for an example. Calibration is performed and a model is created

to be used within the Nexus software. Markers placed in the subject need to capture the full rigid-body

motion of each limb. In order to do this, L-frames are placed on each limb when possible.

Figure 2.18: Mmo on Capture Setup
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The Vicon system captures the position coordinates of each marker with respect to the reference

frame set up during the calibration stage. The system works at frame rate of 120 frames per second, so

the normal capture of a motion lasting seconds to minutes yields thousands of data points. For the

hand, only three fingers are tracked due to constraints on the minimum distance between markers.

The resulting datasets contain between a maximum of 1019 frames (Open Door, SV1 subject) to a

minimum of 703 frames (Pointing motion, HS2 subject). The Cross Grasping motion and the Power

Grasp with Flexion motions were captured for a healthy subject and a stroke victim, and the Extended

armmotion was captured and analyzed for the healthy subject only.

The point coordinates of the markers are converted to rigid-body displacements, according to the

algorithm explained in 2.2, in those cases in which three markers are available for the limb.

For the synthesis phase, 114 poses (HS2) and 68 poses (SV1) are used to locate the kinematic chain

of the shoulder. The GH spherical joint location was computed with 63 point positions (HS2) and 51

point positions (SV1). Finally, the elbow-wrist chain was dimensioned with 60 positions (HS2) ad 39

positions (SV1).

The dimensional synthesis stage yields a good fitting between the performed task and the trajectory

of the synthesized upper-limb kinematic chain, as shown in Figure 2.19.

Figure 2.19: Task Trajectories. Open Door mo on in the upper figure and Drinking in the lower figure, original (red) and performed

by the kinema c chain (blue). The kinema c chain is also shown star ng at the sternum (blue dot). Healthy pa ent.

In Figure 2.19, the inverse kinematics to reach each frame has been calculated as an unconstrained



33

minimisation problem for the distance between the target displacement and the displacement of the

kinematic chain. The results are obtained by computing the inverse kinematics for each limb, that is,

sternum to upper-arm and upper-arm to palm, in order to make sure that not only the final motion is

accurate but also the pose of the arm along the motion.

2.5.6 Calculation of Synergy

Human motion synergies happen when a reduced set of variables can be used to generate most of the

arm common configurations and standard motions. Basically, they can be identified as common com-

binations of angles that appear along different actions or repetitions of the same action. These syn-

ergies can be calculated using histograms for the joint angles, and quantified using PCA techniques

among other methods.

A problem of measure [MD95] appears when trying to combine angular joint variables, correspond-

ing to revolute joints, with linear joint variables for preismatic joints. In our model one prismatic joint

is included. In order to obtain a homogeneous formulation, this translation is considered as a rotation

of angle γ along the z-direction in a 4D space, see [AM01] for the development of this formulation.

Figure 2.20: Kinema c Chain Results for the Shoulder Complex, Healthy Subject.

The dimensioning of the upper-arm kinematic chain was performed with 27 positions for the shoul-

der complex and combined with the inverse kinematics, for the total number of motion points, for the

rest of the joints. The solution for the shoulder is shown in Figure 2.20.



34

The dimensional synthesis procedure to fit the kinematic chain to the subject yields good results.

The trajectories of the arm can be replicated with good accuracy by performing approximate inverse

kinematics using the results of the synthesis step. The maximum error between the desired pose and the

position of the chain is less than 1mm for the position. This can be also observed in Figure 2.19 for the

HS2 subject and in Figure 2.21 for the SV1 subject.

Figure 2.21: Task Trajectories. Open Door mo on in the upper figure and Drinking in the lower figure, original (red) and performed

by the kinema c chain (blue). The kinema c chain is also shown star ng at the sternum (blue dot). SV1 subject.

The results from the inverse kinematics are used to create combined vectors of joint variables, oooiT,

where i corresponds to the time frame, whose dimension can be up to 21 when considering arm plus

three-fingered hand. In this study only 10 degrees of freedom are considered, from sternum to carpal

area.

Principal component analysis is used to identify the relation between angles at different joints along a

single task and considering repetitions. The eigenvalues are presented in Table 2.1 for both the HS2 and

SV1 subjects and for the Open Door and Drinking tasks.

It is found that most of the degrees of freedom are needed for a faithful reconstruction of the mo-

tion. For the Open Door and Drinking motions, 8 eigenvalues were used to reconstruct the data (Fig-

ure 2.22), while for the pointing motion, 7 eigenvectors are used.

The eigenvectors corresponding to the main eigenvalues are presented in Table 2.2 for HS2 and in

Table 2.3 for SV1, both for the Open Door motion.
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Table 2.1: Eigenvalues for Open Door and Drinking Tasks

Motion HS2 SV1 Motion HS2 SV1
(∗103) (∗103) (∗103) (∗103)

Open Door 6.8011 11.470 Drinking 3.243 4.483
4.519 4.960 1.650 2.612
3.931 2.579 0.993 1.083
2.969 1.808 0.420 0.833
1.424 0.806 0.277 0.251
0.766 0.556 0.114 0.025
0.495 0.098 0.003 0.002
0.036 0.031 0.002 0.0006
0.010 0.012 0.0002 0.0002
0.004 0.003 0.0000 0.0000

Figure 2.22: PCA Reconstruc on. From le to right and top to bo om: Open Door mo on (8 eigenvectors), Drinking mo on (8

eigenvectors), and Poin ng mo on (7 eigenvectors). In all cases, red trajectory is the original task.

2.5.7 Result Discussion

The results presented here are preliminary and used to verify each step of the methodology and as a first

indication of the phenomenology. In order to obtain conclusive results, more patients need to be added

to the study, both healthy subjects and stroke patients. Also different options in how angular relations

are calculated can be used to identify different trends in the data.

The sizing of the kinematic model yielded good results, with a small error in the overall minimized

distance between motions and in the overall arm configuration. The inverse kinematics calculations

yielded smooth angular trajectories, with enough accuracy to be used to identify patterns in the data.



36

Table 2.2: Main Eigenvectors for Open Door Mo on, HS2.

μ1 μ2 μ3 μ4
-0.0057 -0.0945 0.0493 0.1046
-0.0234 0.0244 -0.0222 -0.0575
-0.4596 -0.8289 -0.1565 -0.2377
-0.8412 0.3944 0.2460 0.1972
-0.0340 -0.0301 0.0185 0.0427
0.1043 0.0477 -0.0628 -0.1134
-0.1371 0.2014 -0.3558 -0.3428
0.0097 -0.2132 0.7489 -0.0392
-0.1479 0.2356 -0.0548 -0.7136
0.1669 0.0564 0.4661 -0.4974

Table 2.3: Main Eigenvectors for Open Door Mo on, SV1.

μ1 μ2 μ3 μ4
0.1200 -0.0247 0.0640 -0.0355
-0.5496 -0.3388 0.3072 -0.6920
0.0063 -0.0476 0.1627 0.1156
0.6506 -0.6284 -0.1964 -0.3143
0.0172 0.0116 -0.0027 -0.0113
0.0913 -0.0073 -0.0610 0.0278
-0.1798 0.2595 -0.8523 -0.3574
0.0387 0.2921 0.1435 -0.1328
-0.1050 0.0114 -0.0178 0.0126
0.4547 0.5783 0.2923 -0.5111

PCA applied to overall motions can be used to reduce the dimensionality of the dataset, with appli-

cations in motion simulation where real time results are required. The data reduction analysis shows

that precise reconstruction requires most of the eigenvectors. For the studied motions, between 70%

and 80% of the variables are required for fine reconstruction.

Muscle atrophy, the wasting or loss of muscle tissue, is a common effect of those who have suffered

a stroke. Due to this and the loss of the brain cells due to the stroke, movement in a stroke victim is

known to demonstrate more primitive patterning. The stroke victim in this study had limited hand

motion, providing limited information for the limbs beyond the wrist; however many of the fingers
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show a synergistic power position.

In this study we observe some differences and similarities in the synergies of the stroke and non-

stroke subjects. The analysis of the main eigenvectors shows that for the HS2 subject, the main com-

ponent correspond to a synergistic combination of elbow joint and wrist flexton-extension. The second

eigenvector combines the same two angles with different signs, and it may be either different parts of

the motion or corresponding to the opening and closing parts of the motion. The third eigenvector

shows a combination of shoulder and GH joint motion, and the fourth one shows similar components

with some sign differences, which may be because of the reasons stated above. For the SV1 subject, it

can be observed that the main eigenvectors combines shoulder motion with elbow and ulna-radius ro-

tation. The same phenomenon of similar eigenvectors with different signs is observed for the SV1 sub-

ject. The third eigenvector is a combination of GH rotation with wrist motion. In general it is observed

that the stroke victim uses the shoulder joints in synergy with the elbow and wrist more significantly

than the healthy subject. Dividing the motion in smaller segments and separating the two phases (for-

ward and backward) of each trial may help identifying other synergies and explaining the appearance of

repeated eigenvectors with different signs.

Another factor that may be driving the range of the eigenvalues is the different range of motion of

different joints for the given tasks. Big values of the angles may yield higher eigenvalues, and because

of this, synergies of the shoulder-GH complex may not be directly comparable to those of the wrist or

fingers. A scaling may help in this case.

The preliminary results presented here for one stroke and one healthy patients show that this method-

ology may be useful for quantifying differences between healthy and stroke patients. More subjects and

motions are going to be analyzed in order to fully identify the synergies.

2.6 KinematicsModel II

Kinematics Model I assumes that the shoulder complex has 3 DOF without any constraints in the joint

space. However, this assumption might not be true as different researchers has suggested different

DOF for this mechanism; the complexity of the shoulder structure also makes it hard to easily decide
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about the workspace and joints numbers and types. The goal of designing kinematics model II, how-

ever, is to investigate the mechanisms that has the best candidate to simulate shoulder motions more

precisely. The rest of the model including arm, elbow, wrist and hand are the same. The shoulder plays

a significant role on hand and armmotions, however its kinematic modelling using standard robotic

tools is not simple, this is the main reason to design Kinematics Model II.

Figure 2.23: A parallel mechanism for shoulder with 4 DOF, [IEF+13].

As shown in Figure 2.2, the sternoclavicular joint connects the clavicle to the thorax. The other end

of the clavicle is attached to the scapula through the acromioclavicular joint. These two joints can be

considered as spherical sharing one degree of freedom, so that they can be simplified as a universal joint

at the sternum and a spherical joint at the acromion. Moreover, the scapulothoracic joint, a compliant

connection, exists between the scapula and the thorax allowing non-planar translational movement of

scapula, when the underside of the scapula glides over the surface of the ribcage. This connection has

not been considered as a joint anatomically because the bones are not connected directly to each other.

A number of muscles act between the scapula and the ribcage pressing the scapula against the thorax,

which makes gliding motions of scapula over the ribcage possible.

In [IEF+13] a minimal set of coordinates to describe the motion of shoulder is investigated. The pro-

posed mechanism has 4 DOF in which Sternoclavicular, Acromioclavicle, and Glenohumeral joints are

modeled as spherical joints. And two end points of the scapula’s medial border (TS & AI) are modeled

as two spherical slider joints being able to slide on the ribcage (see Figure 2.23). High load-carrying ca-

pacity and significantly small motion range within the shoulder girdle comparing to glenohumeral joint

are properties which makes one choose a simple single-loop parallel mechanism. In this mechanism,
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shoulder has 4 DOf of which one is idle; GH has 3 DOF which makes it totally to have 7 DOF.

Figure 2.24: A serial manipulator with addi onal transla on which is a dependent coordinate and can be treated as a func on of the

rota on angles, [LS03].

However, in some references serial mechanisms has been considered instead. In [LS03], the girdle

(Clavicle, Scapula, Torso) is being considered as 2 degrees of freedom joints plus the GH joint as the

spherical one which makes it to have 5 DOF. The shoulder girdle is substituted by a simplified kine-

matic equivalent consisting of a universal joint with two rotations intersecting on clavicle (Figure 2.24).

In this proposed mechanism, an additional translation is introduced which is a dependent coordinate,

as a function of the rotation angles.

Figure 2.25: A serial manipulator with three DOF, among which one is dependent, [Ton05].

In [Ton05], the scapulathoracic articulation is modeled by a three DOF planar joint (See Figure

2.25). An equivalent model composed of two aligned links, the first one is joined to the sternum by a
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universal joint of variables θ1 and θ2 , the second one being joined to the first by a prismatic joint depen-

dent on θ1 and θ2.

Figure 2.26: A serial manipulator with two DOF, [TMM05].

In [TMM05], by analyzing the outcome of advanced biomechanical models, they observed that the

primary motion of the glenoid with respect to the torso is: rotations around the z and y axes, and ver-

tical and horizontal displacements along the y and x axes. As it is depicted in Figure 2.26, the two rota-

tions can be governed by increasing the range of GH-joint while the two displacements can be modeled

by two prismatic joints each having one DOF. Thus, two translational degrees of freedom for shoulder

girdle is being considered in this research.

In [JB13], however, they consider only the z direction. Meaning the scapula, based on their assump-

tion, has just one degree of freedom, Figure 2.27.

Figure 2.27: A serial manipulator with one DOF, [JB13].

However, a mechanism that looks like a shoulder is not necessarily a good replacement to mimic the
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same motion and provide the same workspace of the shoulder. So a better approach may be to simulate

the shoulder complex as a black box, without trying to replicate the anatomy. This is what we describe

in this work, we take the output of this black box and analyze it in an attempt to find its workspace,

the mechanism which has the same workspace is the right candidate. Nevertheless, the first step is to

determine the correct output of this system. The output or the duty of the shoulder is to locate Gleno-

humeral joint but reaching to this joint and capturing its motion directly is impossible. Thus, an ac-

curate estimation of GH frommarker data on the skin is crucial to analyze the shoulder kinematics

and dynamics and have the correct output of the system. The process basically starts with finding the

locations of the GH for different motions vertically and horizontally for a couple of subjects. Then

try 1 and 2 DOF different serial and parallel mechanisms for point synthesis in order to investigate any

relation between the dimensions of the shoulder workspace. A sample of all the targeted motions to-

gether should be considered to do this point synthesis. The type of mechanism that is performing the

the shoulder motion more precisely for more subjects is the best candidate.

Figure 2.28: The frames used in the kinema cs process, b, g and r are the GH loca on vector rela ve to and expressed in frame {T},

{S} and {P} respec vely.

Throughout the process for kinematics calculations in this chapter, the frames described in Figure

2.28 will be used. {T}, {S} and {P} represent the coordinate frames of Sternum, Scapula and Humerus

respectively. b is the location of GH relative to and expressed in {T}, g and r represent the same lo-
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cation but expressed in {S} and {P} respectively. The goal of the algorithm is to find r representing

the relative transformation between the {P} and humerus head which is a constant rigid body relation

which differs for each subject. Vectors t, s and p show the origin of frames {T}, {S} and {P} respec-

tively expressed in the world frame. Index y points to the locations of all the markers on the L-frame;

the maximum number of markers is w and index y = 1 represents the origin of the frame; the one

placed on the corner. Index i shows the current frame out ofm total captured data.

2.6.1 Scapulohumeral Rhythm

The movement between the humerus and the scapula throughout shoulder flexion and abduction de-

fines scapulohumeral rhythm (SR). For a healthy individual, this rhythm consists of approximately 120

degrees of glenohumeral movement and 60 degrees of scapula movement, totally about 180 degree ele-

vation of humerus with respect to the torso. There is nearly a 2:1 ratio in the glenohumeral joint to that

of the scapula movement which occur concurrently. Nevertheless, this rhythm can be analyzed based

on the elevation of the shoulder before and after 30 degrees, (Figure 2.29).

Figure 2.29: Scapulothoracic Rhythm.

The first 30 degrees involves a phase called setting phase, the scapula is relatively still and GH joint

is largely contributing to the humerus movement. This part of the motions is where we can consider

the GH joint as a spherical pair with the smallest error as there is quite no relative motion between
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Figure 2.30: Le : two links connected to each other by a spherical joint. One link is fixed and the other can rotate around any axis.

Right: corresponding system on human body, g is the fixed link and r is the moving link.

the humeral head and glenoid. We will focus on this part of the motion to calculate the center of GH.

After the first 30 degrees of shoulder elevation, scapula starts moving simultaneously with the gleno-

humeral movement to provide the total motion to elevate the humerus. The fact that the scapula has

the least contribution in the humerus elevation in the first 30 degree applies not only on coronal plane

but also on saggital plane and all other planes in between which are sometimes termed oblique planes.

This is the key point to find the GH location for the elevation less than 30 degrees.

2.6.2 Spherical FittingMethods

Figure 2.30, on the left, shows two bars; one is fixed and the other one can rotate around any axis as it is

attached by a spherical joint to a stationary base. The markers are attached to the moving bars and the

the goal is to find one center for as many spheres as the number of markers on the moving frame with

corresponding radii; this center is called center of sphere (CoS) in this dissertation. The right picture

in the same figure shows the equivelant system on the subject’s body. All the data should be expressed

in {S} frame as it is the closest to GHwith the lease realtive motion for shoulder elevation less than 30

degrees. Vector g is a fixed translation which plays the fixed bar role and r is another translation which

represents the moving bar. A survey of sphecrica methods to calculate CoS are given in [ETDH06b].

These methodologies appear in other themes as well ( [GGS94], [CL05] and [Nie04]);
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The methods mentioned in [ETDH06b] are used to find the GH joint and compare the results:

a) Geometric Sphere Fit Method (geom). This method tries to minimize the sum of the squared

distances between the center and the marker positions ( [ETDH06b]):

fgeom =
w∑

y=1

m∑
i=1

(|pyi − g| − ry)
2 (2.14)

where pyi is the captured point at frame i for marker ywhich is the given values to the equation,

g is the vector pointing to the CoS and ry is the radius of the sphere related to marker ywhose

center is at g. Both g and r are the unknowns of the problem which are expressed in {S} frame.

b) Algebraic Sphere Fit Method (alg). This method is used to get rid of the initial guess in the previ-

ous method which is called modified least-square as well ( [Kas76]).

falg =
w∑

y=1

m∑
i=1

(|pyi − g|2 − r2y)
2 (2.15)

c) Pratt Sphere Fit Method (Pratt). In this method, none of the bias pertaining to alg method is

present ( [Pra87]) and is as follows:

fPratt =
w∑

y=1

1
r2y

m∑
i=1

(|pyi − g|2 − r2y)
2 (2.16)

d) Centre Transformation Technique (CTT). To implement this method, we need three or more

markers on the moving bar as the first step is to find the transformations of moving frame to

world frame for all the captured frames. For the present experiment, the moving frame is {P}

which transforms any vector from humerus to the world frame through [Pi]matrices. More-

over, the transformation between the humerus and his head, where the GH is, is a rigid body

translation which can be expressed in {P} as r. Therefore, the position of GH can be written as

[Pi]r + pi. Then, the CTT technique is to determine g and r in the following minimization
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problem:

fCTT =
m∑
i=1

|[Pi]r+ pi − g|2 (2.17)

where r and g are constant-value vectors.

e) Minimal Amplitude Point Method (MAM). This is another approach introduced

by [MMCD03] where g is defined as the point that moves the least under the transformations

[Pi]r+ pi. Thus, the objective function changes into:

fMAM =
∑

k=x,y,z
[max([Pi]r+ pi)k)−min([Pi]r+ pi)k)] (2.18)

in which i goes from 0 to the number of captured framesm.

2.6.3 Best Standard DeviationMethod (BSTD)

This method is based on the standard deviation (std) of the distances of captured points of a set of

markers to a set of CoS candidates. Whichever candidate that has the least STD with respect to all the

markers is the best one. As it was stated before, scapula is the safest bone as the base for motion less

than 30 degrees. The following steps describe the process of this algorithm for g (fixed bar) and r (mov-

ing bar), see Figure 2.28:

• Consider the origin of frame {S} as the center of an sphere with the radius equaling mid-diaphysis

for each subject so we can cover all the possible CoS candidates. This sphere full of points is our

search space where we try to find the best candidate for CoS, gq, q = 1...u in which u is the

number of candidates. The more markers on the humerus the less error, but in this work we

used 3 markers, w = 3.

• Calculate the distances between each candidate and the points on the humerus (do it for each marker

on the L-frame separately). dyiq is the distance between candidate q and point i for marker y.

• Calculate the standard deviation of these distances (do it for each marker on the L-frame separately).

stdyq is the standard deviation of candidate q for marker y.
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• For each candidate, we have three std pertaining to each marker. So finally we have u groups, each

group having three numbers. Now we are looking for a candidate which has the minimum stan-

dard deviations for all three marker data. To this end, each group is considered as a vector. The

vector with the smallest norm (Ns) is the best candidate for CoS, g:

Ns = min(
√

std2
1q + std2

2q + std2
3q) q = 1...u (2.19)

2.6.4 SCoRE and IHA

Symmetrical Centre of Rotation (SCoRE) has beem introduced to locate joint centre

position ( [ETDH06a]). Also IHA is another method to determine the centre of rotation as the

point closest to all the instantaneous helical axis ( [VY96], [SNR00]). None of these two methods

need to assume that the CoS should be stationary. In [MDB+07], an investigation and comparison of

these two methods have been done.

SCoREmethod is based on the fact that r and g are constant value vectors for all the frames cap-

tured if they are expressed in {P} and {S} respectively. We can write the vector pointing to GH in the

world frame in two ways as follows:

p1i + [Pi]r = s1i + [Si]g => [[Pi] − [Si]][r g]T = s1i − p1i (2.20)

where s1i is the location of the origin of the L-frame (y = 1) on the scapula for frame i.

Two configurations would be enough for this method to calculate r and g but the more configura-

tions, the less the noise would have impact on the outcome. r and g can be calculated in

[r g]T = ([A]T[A])−1[A]Tb (2.21)

where [A] = [[Pi] − [Si]] and c = s1i − p1i. The solution has 6 elements from which the first

three are the translation vector from the origin of {P} to the GH location and the second three element

are the translation vector from the origin of {S} to the GH location.
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In IHA, the goal is to find the CoS corresponding to the point closest to all the position vector of

the instantaneous helical axes in a least squared sense. Consider the transformation of frame {P} to the

world frame with [P] as the rotation matrix and p as the translation, then the angular velocity matrix

and linear velocity vector of frame {P} with respect to the world frame at index i is as follows:

ṗi =
pi+1 − pi

δt Ωi = [Pi+1][Pi]
T − [I] (2.22)

where t is time of capturing frame i, [I] is a 3-by-3 identity matrix. Ωi is a skew-symmetric matrix

containing the elements of angular velocity vector of frame {P}, ωi. Having the position, linear velocity

and angular velocity, CoS ,in the world frame and for each captured data point, can be calculated with

the following equation:

si = pi + ωi ×
ṗi√
ωiTωi

i = 1...m (2.23)

The closet point to all of these positions is the average vector:

s = [

∑m−1
i=1 six
m− 1

,

∑m−1
i=1 siy

m− 1
,

∑m−1
i=1 siz
m− 1

]T (2.24)

This method is extremely sensitive to angular velocity; the slow frames should be removed.

2.6.5 Experimental Design

Six healthy males with an average age of about 28.8 gave informed consent to partake in the data col-

lection. Table 2.4 shows the demographic data of the subjects. The experimental procedures involving

human subjects described in this work were approved under expedited review of the Idaho State Uni-

versity Human Subjects Committee. Data was recorded after three motion sensors were applied to the

shoulder girdle at specific locations while subjects were in the seated position, Figure 2.28.

Each subject was asked to perform 12 motions in the cardinal planes and various oblique motions

outside of the cardinal planes as noted in Table 2.5. All motions were completed for five cycles with

each motion returning to the setting phase at 0 degree of shoulder abduction for 1-2 seconds to insure
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Table 2.4: Subjects Demographics

Age Sex Dominant Arm AC to LatEpi(cm) weight (kg) height (cm)
30 male right 34.5 86 165
29 male left 34.5 69 175
26 male right 35 95 178
29 male right 33.5 84 185
29 male right 33 93 180
30 male right 34 82 182

Table 2.5: Targeted Movements

Name Abbreviation
M1 extension 30 Ext1
M2 extension 45 Ext2
M3 abduction–adduction AbAd
M4 oblique 30 Ob1
M5 oblique 45 Ob2
M6 oblique 60 Ob3
M7 flexion–extension FE
M8 horizontal adduction HAd
M9 HAd/Elevation 30 HAd/E1
M10 HAd/Elevation 60 HAd/E2
M11 HAd/Depression 30 HAd/D1
M12 HAd/Depression 60 HAd/D2

muscle relaxation and completeness of data recording from start to finish of each motion.

2.6.6 Glenohumeral Joint Location Algorithm

Spherical methods are not reliable when CoS is not fixed. Moreover, despite the fact that both SCoRE

and IHA are popular, the former method assumes that the GH position (humeral head) is in a constant

relationship with respect to scapula, ignoring the relative motion and the latter method is significantly

sensitive to slow angular velocities. Whereas the proposed method in this work neither suffers from

slowmovements nor ignores the relative motion between humeral head and scapula. This algorithm

is based on scapulohumeral rhythm in which the scapula stays still in the first 30 degrees of shoulder

elevation. In this specific part of the shoulder movement, humeral head acts like a socket lying on the

glenoid which is the center of the three spheres created by the three markers on the humerus. If we
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have the coordinates of some points (more than 4) lying on a sphere we can compute the center of that

sphere. A step-by-step schematic of the algorithm is illustrated in 2.31.

Figure 2.31: The Algorithm Process Steps.

The L-frame placed on the humerus gives the data of three spheres centered at the GH joint during

the specified period of time which provides enough data to estimate the center. After capturing the

data and filtering it, the correct part of the motion that represents the first 30 degrees of shoulder eleva-

tion should be selected. All these steps can be done on the data in the world frame. Afterwards, all the

data should be expressed in scapula frame as it is the closest bone to CoS and supposedly has no relative

motion with GH joint. Therefore, for motions less than 30 degrees elevation, GH joint can be consid-

ered as a ball-and-socket pair with a fairly small error. After we calculate the GH center we can find the

transformation between the humerus frame and the humeral head which is a constant translation if

expressed in the humerus frame.

The center of humeral head is a point on a rigid body whose frame is {P}. So if we can find the trans-

formation between the humeral head and frame {P}, the expression of GH in {P} which is denoted by

r, then we can use this transformation for all other general motions to find where GH is located. As a

matter of fact, the input of the algorithm is the marker data on the subject body and its output is the

relative rigid body relation between humerus and the humerus head expressed in frame {P}. This rela-
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tion remains constant for each subject and differs based on the structure and anatomy of the bones for

other subjects. Each one of the algorithm steps are explained in details in the following subsections.

a) Capture the data of the markers explained in 2.28 for vertical motions M1 toM7 from Table 2.5.

Scapulohumeral rhythm takes place by doing the abduction-adduction motions in vertical planes

including coronal and sagittal planes.

Figure 2.32: Velocity versus Time Frames. Green: Less than 30 degrees of eleva on, Red: Velocity of the whole mo on, Blue:

Ignored frames

The subjects should not be asked to do a controlled 30 degree motion because it results in bad

data as the subject tries to manage the motion as compared to having the subject doing the whole

motion and take the first 30 degree elevation of the motion with a method. Another key point is

that the first 30 degree part of all the vertical motions together should be considered as we need

the data to be on more than one plane. Considering one motion only (for example Eta0) will

give insufficient input data as there are infinite number of spheres that can fit the data lying in

one single plane.

b) Choose the right frames. The data captured by the cameras are already filtered in the software

withWoltring method [Wol95] which minimizes the marker trajectory noise. However this fil-

tering is not enough, the beginning and end of each cycle, where the velocity is very slow, the

data is more chaotic and unreliable. So to be able to calculate the CoS more accurately we ignore

such frames. In our experiments we ignore frames with velocities less than averagely 50 mm/s (is

a slightly different for each subject). These parts of a motion is highlighted by blue in Fig 2.32.
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Figure 2.33: The selected data based on velocity for roughly about first 30 degrees of eleva on

Figure 2.34: Velocity versus me frames for the second method: equality of velocity of {P} with respect to {T} and {S}

.

The velocity of the origin of frame {P} versus the number of time frames are shown in this fig-

ure.

To have a safe zone, the first half of the first cycle and the second half of the last cycle are also

omitted. The next step is to choose the indexes of the first 30 degrees of elevation. The author

introduce two methods to correctly choose the right frames. In the first method, the criterion

is velocity-based where the algorithm finds the local min and max of the velocity in each cycle

and choose about 30% of these indexes starting from the minimum index. Every other min is

where the arm goes to the rest position. The chosen frames are shown by green in Figure 2.32.

The corresponding dataset to the chosen indexes are shown in Figure 2.33.

The second method is based on the fact that the velocity of {P} for the first 30 degree of elevation
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Figure 2.35: The selected data based on second method, equal velocity.

is the same if it is expressed in either {T} or {S}. Supposedly, sternum and scapula have no contri-

bution in arm elevation for the first 30 degrees and this means that the velocity calculated relative

to and expressed in {T} and {S} are equal. Figure 2.34 and 2.35 show the selected indexes and the

corresponding position data of the humerus both calculated by the aforementioned method re-

spectively. This method is more reliable mathematically but less robust experimentally as there

are always some small relative movements between bones regardless of how precise the data are

captured.

c) Express the data in scapula frame {S}. Scapula is the closest bone to humerus and has the least

relative movements with respect to humerus for motions less than 30 degree. That is why we are

considering this bone as a reference to find the GH location. As it was stated before, pyi, i =

1...m, y = 1...w represents the captured data points of marker y out of wmarkers on the humerus

L-frame at frame i ofm captured data points that is expressed in the world frame and [Si] is the

transformation between world frame and {S}. Then, with the following equation we can have

captured pints on the humerus expressed in {S}:

pyi{S} = [Si]−1pyi (2.25)
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We consider the first 30 degrees of elevation of all 7 vertical motions so that we have the data in

different planes from coronal to saggital plane to fit a sphere. Considering one motion only will

cause a wrong result for CoS.

d) Find CoS in {S} frame. After having all the points expressed in {S} frame, the next step is to cal-

culate the center of GH location. This can be done by any of the methods described in previous

sections i.e. spherical methods, BSTD, SCoRE or IHA. In theory, SCoRE and IHA do not need

to have a fixed link in one side of the spherical joint. However, in this work we have considered

both of these methods to calculate the GH for less than 30 degree elevation. Implementing all of

these methods for motion less than 30 degrees, Appendix B shows the tables for 6 subjects and

the comparison among the methods to find GH.

Figure 2.36: CoS calculated in Scapula frame based on std among all the candidates.

For example, Figure 2.36 shows the selected data points in red, CoS candidates in blue and the

best candidate chosen by BSTDmethod in pink. This procedure was applied for all the subjects,

Table 2.6 shows the location of CoS which is the humeral head (GH joint).

The z direction in all of them is negative and about 6 cm confirming that the GH location is

under the acromion.
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Table 2.6: The coordinates of GH loca on with respect to frame {S}, g

S1 S2 S3 S4 S5 S6
x -0.4591 -12.0198 -8.8396 -14.4994 -6.8193 -4.8432
y -9.4755 -3.1101 -4.9282 -12.1834 -13.0300 -11.7775
z -58.9022 -55.5081 -58.0653 -57.0527 -54.6694 -62.8978

e) Correct markers distances. The goal of this step is to correct the distances between the mark-

ers. Due to the skin motions and camera errors, the distances between the markers do not stay

constant while they are placed on a rigid body, L-frame. This will result in having a non-unique

vector pointing to CoS expressed in frame {P}.

We need to know which marker is more reliable meaning it has the least std error so we can use

that as the reference for the other two markers when we want to correct the distances between

them. To do this, the distances between each marker data and the calculated CoS is computed

(for each marker separately). Then the std of each of these three groups are calculated and sorted

ascending. The first one is the most reliable marker and the last one is the least reliable marker

with respect to the center of sphere. Finally, we need the radius of each sphere which can be

computed by the mean values of each group.

Having the distances between markers, we can correct the marker data based on the following

algorithm.

• For the first reliable marker, project the points on the sphere centering at CoS along the first

reliable radius, see Figure 2.37.

• For the second reliable marker, find intersection of the second reliable sphere centering at CoS

and another sphere centering at the first reliable marker(this assures the constant distance

between first marker and the second marker). The result of intersection of two spheres

with different radii of which one is centering on the surface of the other is a circle; find the

closest point on this circle to the corresponding captured data (Figure 2.38).

• To correct the third reliable marker, we consider three spheres. One is centered at the calcu-

lated CoS, the other one is created from the sphere centering at the first reliable marker
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Figure 2.37: Projec ng the captured points on the reliable sphere. p1 is the captured data for marker one and p
′

1 is the corrected

one.

Figure 2.38: Calcula ng projec on of the second reliable point with two spheres, one centering at CoS and the other at the first

reliable point.
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Figure 2.39: Calcula ng projec on of the third reliable point with three spheres, one centering at CoS, another centering at the first

reliable point and the third one centering at the second reliable point.

(to assure the constant distance between first and third marker), and the last one is from a

sphere centering at the second reliable marker (to assure the constant distance between the

second and third marker), see Figure 2.39. The intersection of three invading spheres with

different radii are two points. Any of these two points which is closer to the captured data

is chosen.

f) Calculate CoS in the humerus frame. So far, we calculated the location of GH joint for motions

less than 30 degrees of elevation expressed in frame {S}, g. Now in this section, we will transform

this point into frame {P}, r, see Fig 2.28. With the same setup of markers and cameras in the

same session, we capture all the data of one subject. So if we have the CoS expressed in humerus

frame, {P}, then we can use it for any other general motion that takes place in the same session.

r = [Si]T[Pi]g (2.26)

Regardless of the fact that matrices [Si] and [Pi] are different for each data point i, the result i.e. r

is a unique vector. Figure 2.40 shows this vector pointing to GH.

As illustrated in this figure, the length of this vector and its component expressed in frame {P}
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Figure 2.40: Vector rrr

are constant. This is the vector we need to find the location of humeral head for any other gen-

eral motion.

g) CoS for any General Motion. The final step is to calculate the GH for any other motion. We

consider frame {T} as the base for all general motions as eventually the goal is to find a mecha-

nism which can mimic the shoulder complex motion with all the joints in it. The mechanism

with a base at sternum would includes the motions of sternoclavicular, acromioclaviacle and rel-

ative motion between humeral head and glenoid. For a given r, we an compute the transformed

coordinates in frame {T} by Eq 2.27.

bi = [Ti]
T[Pi]r (2.27)

Fig 2.41 shows motion Ob1 of subject two. As mentioned before the base frame is {T} and the

calculated locations of humeral head is shown by blue dots.

The data of scapula and humerus are also added to the figure so that we make sure the calculated

GH locations is in the reasonable position comparing to the other captured data.
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Figure 2.41: Calculated GH loca on with respect to {T} frame, the blue ones in figure.

2.6.7 Results Discussion

Fig 2.42 illustrates all the calculated GH for 7 motions expressed in frame {T}. x and y directions are in

coronal plane and z is in the saggital plane. the maximum range is taking place in x-y plane as expected

and differs for different subjects but averagely is less than 9 cm.

Figure 2.42: Calculated GH loca on with respect to {T} frame, for all 7 mo ons of subject

Moreover, we can analyze the shoulder workspace by PCA for which we need joint variables. So first,

we need to choose a mechanism which has 3DOF to cover all the DOF of the workspace. Then after,

we solve the inverse kinematics (IK) problem for the calculated GH locations to find the joint variables.

In this work, we choose an RRP serial robot placed at the world frame, frame {T}, which is basically
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equal to the spherical coordinates of the points. Therefor, the IK of the robot can be computed as:

θ1 = tan−1 y
x θ2 = tan−1 z

√x2 + y2 r =
√
x2 + y2 + z2 (2.28)

It was found that for most of the motions, the first two degrees of freedom is enough to explain

about more than 90% of the whole motion. Fig 2.43 show the original data (in the standardized form)

and the reconstructed ones by the reduced dimension.

Table 2.7 shows the first eigenvector of motions number 1 to 5. The interesting point here is that all

of these vectors lye in the same plane which means that two variables are dependent suggesting that the

degrees of freedom of the shoulder to provide vertical motions is 2.

Figure 2.43: The reconstructed data by the reduced dimension, first two DOF

This relation turned out to apply to all other subjects as well which confirms that to move the arm in

one plane and do a 1 DOFmotion, the shoulder is using 2 DOF of its capacity. Mechanism RRP was

chosen for the point synthesis here to investigate the dimensions constraints of the workspace of the

shoulder using PCA. However, the ultimate aim is to do a point synthesis for a parallel mechanisms

with less than 2 DOF to investigate if there is any constraint in the human should workspace. This re-

search is to described separated done in the future where we will determine what linkage can be the best

candidate to represent the shoulder complex.
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Table 2.7: The first eigenvector of mo on number 1 to 5 for subject #5

M1 M2 M3 M4 M5
-0.5988 -0.5824 -0.5882 0.6510 0.7031
-0.5071 -0.5479 -0.5437 0.5577 0.6544
0.6199 0.6005 0.5987 -0.5150 -0.2782
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Chapter 3: A 2-DOF Parallel Manipulator for Shoulder Complex

In this section, a parallel manipulator with 2 degrees of freedom is synthesized to investigate if the

shoulder complex degrees of freedom can be estimated by less than 3 independent variables. Looking

at the conditions of the workspace of the human shoulder, it can be deduced that a parallel mechanism

would be a better candidate comparing to a serial one for creating the similar motions. The reasons of

using parallel mechanisms include a higher payload, smaller workspace and even being more similar

anatomically to the shape of the shoulder complex. At first we calculate GH locations for all the mo-

tions as was described in the previous sections. Then, we choose 20 points among the data set of each

subject and do the point synthesis for the parallel mechanism. If a 2-DOFmechanism can describe the

human complex motion with a fairly reasonable error, then we can come to the conclusion that GH

location is lying on a surface and we introduce a 2-DOF parallel mechanism that would create the best

estimation for shoulder worksapce.

We are looking for a parallel mechanism whose end-effector has 2 degrees of freedom and all the

joints are of revolute type. The procedure of finding one mechanism among all the possible ones re-

lays on the constraint space created by each leg of the mechanism. One can come up with different

combinations of legs in terms of number of joints in each leg and number of legs themselves which can

produce 4 constraints in space for EE resulting in a desired 2-DOFmechanism but for the purpose of

simplicity of the synthesis equations, we select a parallel manipulator with two legs and 4 revolute joints

in each leg (2-4R). No special relationship between joints are assumed and it is left to the design process

to find any if they exist. Moreover, this type is closer to the anatomy of the shoulder too as there are two

branches from sternum and scapula reaching each other at GH joint.

On the other side, to ensure that the degree of freedom of the EE remains at the constatn value of 2,

we use an alternative concept of DOF introduced in [ZZF04] which involves the configuration of the

joints rather than the traditional approaches which only depend on the number of joints and bodies

involved. This should be implemented in the design process to make sure the EE does not loose or gain

any DOF at different given pints which results in a parallel robot with different DOF than the desired

one. The following section explains how this approach works.
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3.1 DOF based on Reciprocal Screw System

The mobility of the moving base of a parallel mechanism is basically determined by howmany of its

degrees of freedom are restricted by the constraint space created by all the branches connecting it to the

fixed base, [ZZF04].

F = 6− d+
n∑

j=1

rj (3.1)

where F is the degree of freedom of the manipulator’s end-effector, d is the rank of the total recipro-

cal screw system of all the branches together, n is the number of branches connecting the fixed base to

moving base, and rj is the rank deficiency of branch j. Rank deficiency of a serial chain is actually the

rank deficiency of the screw system consisting of all the joints kinematic screws. Each screw is defined

by the direction of the joint line and its moment which is also known as plucker coordinate:

$i = [ui,mi] (3.2)

where u is the direction of the joint,m is the moment of the joint line and i is the index of the joint

in the branch.

Now, the kinematic screws of chain j is the screws of all the joints in that chain:

$j =

[$1

$2

.

.

$n]

(3.3)

The rank of this matrix is equal to the DOF of the serial chain. On the other hand, the rank defi-

ciency of this matrix adds to the DOF of the EE of the parallel robot. Moreover, the reciprocal screw

system of this matrix gives the constraints this branch creates:
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$j • $r
j = 0 (3.4)

where • is the reciprocal product of two screws and r represent the reciprocal concept. The next step

is to calculate dwhich is gained by computing the DOF of a matrix containing all the reciprocal screws

(null spaces) of all the branches:

$r =

[$r
1

$r
2

.

.

$r
b]

(3.5)

where b is the number of branches. If this matrix has rank deficiency, it means that some branches

are sharing the constraint space they create; restricting an already restricted dimension would not have

an effect.

When synthesizing a parallel robot, we should check the DOF of the EE to makes sure that the dif-

ferent configuration of the joints in each leg neither adds nor reduce the degrees of freedom of the EE.

We do not want any rank deficiency in the legs (
∑n

j=1 rj = 0) and desire to design a 2-DOFmechanism

(F = 2), then Equation 3.1 could be written as the following one for a part of the synthesis equations

system to ensure that the legs create 4D constraints.

d− 4 = 0 (3.6)

3.2 Point Synthesis Formulation

As mentioned before, the duty of the shoulder complex is to locate the GH location. Thus, the mech-

anism that we are synthesizing should reach the positions of the GH regardless of the orientation. GH

itself is a 3-DOF spherical pair that creates the orientations for the humerus. Let Ti be the given pose at

each step i representing a transformation matrix that holds the orientation information,Qi, and trans-
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lational information, ri. Also, Ql
i and rli are the orientation and translation of the left branch EE respec-

tively. The pose of the right branch EE is represented by Qr
i and rri as well. We can write the following

equations to ensure that both branches of our 2-4R parallel mechanism can reach the desired points:

rli = ri

rri = ri
(3.7)

And because we want the two branches connect to each other so that they create a closed chain we

add the following equations to the system:

Ql
i = Qi

Qr
i = Qi

(3.8)

where i goes to 20, the number of selected points for synthesis problem. The kinematic chains of

each branch is built by a sequence of Denavit-Hartenberg matrices. Also, to provide enough design

parameters, the left leg has an extra transformation along the local z axis and the right leg has one con-

stant transformation for locating the first joint and one constant transformation at the end of the chain

along the local z axis. To make the base of the branches stay close to sternum, the left leg has its first

joint coincident with the global z axis and the translation of the first constant transformation for the

right leg is equal to 0.

Solving the aforementioned system of equation with numerical methods does not guarantee that

the EE of the right and left leg meet each other precisely. Changing the problem to an optimization

format with having Eq. 3.7 as the cost and equality of the poses of both legs at their ends as the con-

straint of the problem was not successful based on many trials with different initial states. However, it

was observed that if we use the solution to the system of 3.7 and 3.8 as an initial state for a new system

of equations that is created by removing the target points, we can reach to a better solution. The new

system of equation is as follows:

rli = rri
Ql

i = Qr
i

(3.9)
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Figure 3.1: The workspace of subject number 2 with black colors, the selected 20 points with bigger size and black color and the

reachable points for the designed robot with blue color

This system does not enforce the solution to be close to the targets but as the initial state is already

close to the targets, the final designed robot has a bigger chance to have a workspace close to the targets.

Most numerical methods are only able to find a local minimumwhich can result in a good solution if

the initial state is close enough to the global minimum. It was observed that solving this system by op-

timization methods without any constraint and having only cost functions can result in perfect parallel

robots; two serial chains that perfectly match at their EEs in terms of both position and orientation.

Another important point is that the 20 selected points are representing a workspace made up of a

large set of number of points, a couple of thousands discrete data points, see Figure 3.1. This means that

even if the designed robot can not reach to the 20 selected points, it might still be in the workspace.

This is checked for each designed mechanism to make sure that the EE of the synthesized parallel ma-

nipulator stays close to the workspace with a fairly small error. The last point is that this works is inves-
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Figure 3.2: The designed robot reaching the first data point approximately.

tigating if a 2-DOFmechanism can describe human shoulder workspace with supposedly 3-DOF. If the

result of the synthesis fits the target points, we conclude that the shoulder works in a 2-DOF workspace

but if not, the result would represent the best estimation of a 2-DOF parallel mechanism to mimic the

shoulder complex motion.

3.3 Result

The point synthesis mentioned in the previous section consists of two steps, finding an initial state and

solve the closure equation. This process was repeated for all the 6 subjects to find 2-4R parallel ma-

nipulator for each human shoulder complex. The result of the subject number 2 is given here. Figure

3.2 shows the designed robot reaching to the first design point approximately. The small black points

are the workspace of the shoulder complex, the bigger black points are the selected ones and the blue

ones are the points that the designed robot can reach. In the same figure, red lines show the direction of

each joint. There has not been found any special arrangement among the joints such as being parallel,

coincident or intersecting. For this reason, we can call the designed robot a general 2-4R parallel manip-

ulator. The depicted links are following the DH parameters convention where the common normal of
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Figure 3.3: The minimum distance between each reachable point and the closest point in the workspace

(a) (b)

Figure 3.4: (le ) Posi on check. (right) Orienta on Check

each two consecutive joint lines are assumed to provide the structure of the robot.

The designed robot is a parallel manipulator with two legs; each leg is a 4R serial manipulator. In

the first step of the synthesis, the number of equations for one data point is 16 which includes Eq. 3.7

and 3.8 considering all three axes of rotations. Including Eq. 3.6, we have total of 16 for one point. Also

unknowns include 32 structural parameters plus eight joint variables for one data point. This leads to

a highly nonlinear system of 320 equations with 192 unknowns. Step 2 includes 12 equations for each

data point which leads to a system of 240 equations with 192 unknowns. Levenberg-Marquardt which

is a Least-square method for nonlinear problem is used as the numerical method.

Figure 3.3 shows the minimum distance between each reachable point and the closest one in the

worksapce. The mean of the error is about 2 mm showing that the robot can reach to a fairly good dis-

tance to the points in the workspace.
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Figure 3.5: The designed robot reaching the first data point approximately.

Tomake sure that the left and right leg reach each others’ ends precisely, the distance between the

EE locations from left and right is calculated and plotted in Figure 3.4 on the left. In the same figure,

on the right, the orientation of the EE examined by calculating the dot product of the x-axis from left

and right as well as the z-axis from left and right. As it can be seen, the EE from left and right leg meet

each other perfectly for all the data point meaning the EE of the parallel robot stays rigid along the mo-

tion. This is the key point when dealing with a closed chain as two separate serial chains meeting each

others’ end-effector. The advantage of formulating the problem this way is that the nonlinearity of the

equations decreases. On the other hand, the disadvantage is that the constraints ensuring that the end-

effectors of the serial chain meet should be added to the system. These constraints should be met fully

otherwise the mechanism will not be a closed linkage which contradicts the goal of the project.

The next parameter that needs to be checked is the DOF of the robot EE at all data points which

should stay at 2. Figure 3.5 shows the value of the degrees of freedom of the parallel robot’s EE at each

data point. This ensures that different arrangements of the joints axes would not add or remove DOF

to the EE of the parallel robot.

The condition number of the matrices that whose rank matter in the DOF calculation are also calcu-

lated to make sure that these matrices do not become ill-conditioned. Eq. 3.3 and 3.5 are the the matri-

ces whose condition number should be checked.
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Figure 3.6: Posi on workspace of the point at the origin of the end-effector

3.4 Workspace Analysis

The most important factor for a solid conclusion is the comparison between the workspace of the de-

signed robot and that of the human shoulder complex. Calculating the workspace of the robot analyt-

ically is cumbersome if not impossible. More investigation and work is needed to find the workspace

numerically as well. The current analysis is based on the 3Dmodel simulation of the robot in Solid-

Works where all the constraints among the joints and links based on the calculated DH parameters are

applied. Firure 3.6 shows the workspace of the designed 2-4Rmanipulator by moving joint number 2

from the left leg only.

Two designed serial chains are created in the 3D environment at the first data position by the calcu-

lated DH parameters and joint values for each step. Then end-effectors of the serial chain must meet

each other precisely or it would not represent a closed chain. As it was expected, the EE of the both legs

match and create the EE of the parallel robot. The last link of the left leg has the same pose of the last

link of the right leg so that they create a rigid body which serves as the end-effector of the parallel robot.

Figure 3.7 depicts the workspace of the robot on top of the shoulder workspace. The number of se-

lected points that the synthesis has been done based on are 20 while there are more than couple of thou-

sands points in the workspace for each subject. As the number of equations and variables increase dras-
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Figure 3.7: 2-4R parallel workspace (blue) on top of the shoulder workspace(black) for subject 2

tically by increasing the number of design points, we are confined to select a limited number of points.

On the other side, as the goal is to do an approximate synthesis we can compromise the low number of

design points in the first place with having a designed workspace that is consisting of thousands points

itself. As a matter of fact, choosing 20 points out of thousands is not a big problem, from design point

of view, if the selected points are covering all parts of the target workspace marginally. Besides the robot

may be able to pass through points between the design points.

To see how close the workspace of the robot to that of the shoulder complex is, the minimum dis-

tance between each point from robot workspace and the shoulder workspace is calculated and plotted

in Figure 3.8. The mean value of the distances in this figure is 5.6 mmwhich is a reasonable values con-

sidering the error sources in the data in the first place. Camera error and skin motion error are some of

sources of uncertainties in capturing data points. Therefore, we can conclude that the designed parallel

robot can mimic the motion created by shoulder complex fairly reasonably. This means that we can es-

timate the shoulder complex mechanism with a 2-DOF parallel manipulator with a surface workspace

in a 6-dimensional space. The independent variables of this surface might be of type translation, ori-

entation or a combination of both. The effort of the author to fit a surface in the position space was
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Figure 3.8: Distance between robot and shoulder workspace

unsuccessful which means the independent variables are a combination of all 6 dimensions.

Similar results have been observed in the workspace of the robots designed for all other subjects. It

seems that because of the small workspace of the shoulder complex as well as its shape, 2-4R parallel

manipulator is a good candidate for estimating a 3-DOF workspace with a lower degrees of freedom

mechanism. For all other subjects, it was possible to find a parallel mechanism of the suggested type,

2-4R. As a result we can conclude that a general 2-4Rmanipulator can mimic human shoulder com-

plex motion. The structural parameters of this robot differs subject to subject based on the dimension

of the anatomical parameters but the similarity between the workspace of the robot and the subject’s

human shoulder remains. For instance, Figure 3.9 shows part of the workspace of the robot on top of

the shoulder complex workspace of subject 1. In the same figure, the prototype of the designed robot

in 3D simulation environment is shown. In this case, the average value of the distances between the

workspace of the designed robot and the shoulder workspace is 8 mm.
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(a) Robot workspace on top of that of the shoulder. (b) Robot worksapce in SolideWorks.

Figure 3.9: 2-4R parallel workspace for subject 1
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Chapter 4: General Task-Based Methodology Design

To determine the best mechanism which is able to mimic shoulder motion, the concept of black box

was introduced. With a slightly more work, we can generalize that methodology for any limb of the hu-

man body which can be called task-based design. In this research, a systematic design procedure is pro-

posed where it is shown that the designed exoskeletons can follow the 3Dmotions of a human limbs.

Geometry of the limb is not the point of focus, but rather the description of its motion is to be investi-

gated.

4.1 Design Process

The design process introduced in this work is a task-based and body-adapted methodology. The in-

put for this method is the human limb motion data captured by any method such as optical-based and

some performance constraints. The output of motion capture system is the target motion expressed

in discrete data sets which can be used as the input for kinematics synthesis. In this stage, the topology

of the system also should be determined where the type and number of joints are selected. Parallel ma-

nipulators are reasonable candidates due to their higher robustness, high payload, and lower degrees of

freedom, which leads to a lower number of actuated joints. At this point, several solutions may be ob-

tained, and a manual selection of the candidate or an automatic ranking of the candidates according to

their kinematic fitness is required.

A link-based hybrid optimization approach is needed to satisfy the performance constraints for the

Figure 4.1: The general design methodology.
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Figure 4.2: Markers placed on the thumb (le ) and data capture setup (middle), and the thumb’s proximal phalanx path (right).

designed mechanism. As the designed linkage is to be used as exoskeleton, more optimization in terms

of obstacle avoidance, smoothness and limb physical constraints need to be done. The result is a mech-

anism with determined link lengths and shapes on which the joint axes are known as well. To make the

mechanism ready for prototype, a computer-aided design program can be used to apply further details.

The general design process scheme is shown in Figure 4.1.

4.2 HumanMotion Capture

Discrete finite poses describes the path that the end-effector of a kinematics linkage should pass through.

This approach has been one of the popular method to the kinematics synthesis ( [Ang82], [CYG12]).

These finire poses for anthropomorphic tasks are captured by the cameras that detect the markers on

human limb [Ahs08] or infrared technology, as demonstrated in [SB06]. As it was stated in the previ-

ous section, Vicon motion capture system with Nexus software has been used for the present work.

The set up for the infrared cameras were set around the room, primarily for larger applications; how-

ever it worked very well for the hand motions too. The markers that are used in the system are small

white balls that reflect the infrared light. For instance, for one of our thumb exoskeleton designs we

used arrays with the markers placed 1.25 inches apart, making it easy to collect data in the three dimen-

sions. In order to assess the exact location of the fixed link with respect to the hand, additional sets of

sensors are placed on the arm, see Figure 4.2.

The captured poses are the location of white balls that reflect the infrared light placed on human

limbs. Figure 4.3 shows several paths repeating the same task expressed in reference frame. The path
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Figure 4.3: The paths of the captured frames including thumb’s proximal phalanx, wrist and forearm, all expressed in camera frame.

Figure 4.4: Selected path for the thumb’s proximal phalanx. The red bigger frames in the figure shows the selected ones along the

path.

that has less noise and covers the sufficient range of desired motion is selected, frames with bigger size

and in red color in Figure 4.4. The pose including the position and orientation of the limb, obtained

from this stage will be used as an input to the kinematic synthesis, in which the design equations are

formulated for the selected linkage to fulfill the desired workspace of the human motion.

4.3 Kinematics Synthesis

The number of solutions for kinematics synthesis can increase rapidly by increasing the number of

joints in a serial chain ( [PGM06]). This provides more flexibility for designers in terms of having more

options to choose from. As it was stated in previous sections, the process of kinematic synthesis can be
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divided into two sections i.e. type synthesis and dimensional synthesis [HD64]. In the first step, the

number of joints and their types as well as the connectivity between them are determined. The second

step can be divided itself into two categories: exact synthesis, where the end-effector can reach to all the

desired poses exactly and approximate synthesis where the robot performs the task with some accept-

able errors.

4.3.1 Type Synthesis for Exoskeletons

There is no fixed procedure to do the kinematic topology for all different cases. Based on the nature

of the problem, shape and dimension of the desired workspace ([PG10]) or fitting to a particular one-

dimensional workspace [LZGP13], the type and number of joints are selected. However, because hu-

man joints are just approximations of the subgroups of motion and human variability for a simple se-

lected task makes on motion identification the problem becomes even more challenging.

Figure 4.5: Thumb’s proximal phalanx path: screw surface of rela ve screw axes

We need to take two components into consideration for integrating the type synthesis process in

exoskeleton design. First one is a collection of mechanism topologies as an atlas and the second one is

an optimization to fit the captured motion to the algebraic workspaces. Lacking these components, we
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have to rely on a selection mechanism which is based on DOF and shape of the workspace. Analyzing

the workspace of a limb can help designers narrow down the vast number of available mechanisms.

In particular, Figure 4.5 shows the screw axes of displacements of the thumb’s proximal phalanx

path. These screw axes have pitches that are proportional to the lengths of the screw lines. The screw

axes of the displacements with their pitches generate a screw hypersurface; each screw is a transformation

from a reference configuration. In this representation, the rotation values are not appearing but we can

calculate them separately. Similarly, Figure 4.6 shows the same information for a Bricard mechanism,

which is a closed chain with one degree of freedom. Comparing these two sets of screw axes, reveals

that Bricard mechanism can be a good replacement for the thumb’s proximal phalanx as they create

similar surfaces.

Figure 4.6: Screw workspace for a Bricard mechanism.

4.3.2 Dimensional Synthesis for Exoskeleton

Exact dimensional synthesis is not usually applicable for designing exoskeleton as the number of desired

poses is high. Consequently we use approximate dimensional synthesis where the goal is to design the

robot so that its end-effector follows the task trajectory as closely as possible. This means that the robot

will not fit the workspace of the limb but the error can be reduced by optimization methods that aim at

minimizing the distance between the desired path and the exoskeleton trajectory.
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For serial chain, the kinematics equations are formed by applying the transformations of all joints

from the base to the end-effector. On the other hand, the design equations for parallel robots include

constraints to impose the loop restriction. Moreover, another approach for parallel linkages is to con-

sider each loop as a combination of two serial chains that have the same end-effector.

The kinematics equations are written in terms of the joint parameters and structural dimensions of

the robot. Denavit-Hartenberg is popular method which assigns the local joint coordinate frames to

define the kinematic equations [Cra89],[Tsa99] or matrix exponentials to define the 4 × 4 homoge-

neous transformations.

The joint axes are expressed as lines using the Plucker coordinates. For every joint i, the plucker coor-

dinates are defined by Si = si + εs0i where ε2 = 0, the first three-dimensional vector, s, is a unit vector

defining the direction of the axis and s0 is the moment and is obtained as the cross product of a point

on the axis, c, and the direction s. The unit screw of this line is J = s + ε(s0 + ps)which by adding

the pitch p = t/φ relates the translation along and the rotation about the line together. Then the mo-

tion can be expressed as the representation-agnostic exponential, see Equation 2.1 where it represents a

revolute joint if t = 0 and a prismatic joint if φ = 0.

The synthesis equations for a serial robot are obtained from the kinematic equations. For n number

of joints, Si, i = 1, ..., n andm desired absolute positions Pj, j = 1 . . .m, Equation (4.1) defines the

workspace of the robot for j ≥ 2.

(4.1)

For a given set of task positions, the goal is to find the dimensions of the robot that can position the

end-effector at the given set of task positions. In other words, for each position Pj, there is at least one
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Figure 4.7: A serial chain, its joints axes and desired poses.

joint parameter vector [θj
1, θj

2, . . . θj
n] and a set of structural parameters such that the robot chain can

reach to the desired task .

An exoskeleton’s mechanism can reduce the performance by adding weight, inertia and friction to

the system. According to [RM05], the natural frequency of the swinging of a body is affected by the

mass and inertia of the exoskeleton, which can have important consequences on the metabolic cost and

the speed of the body [BMKG07]. Compensating inertia through control is particularly difficult due

to instability issues [BH07], [New]. In order to overcome these problems, and to fulfill additional

performance requirements, such as total length, force transmission, obstacle avoidance or geometry at

a given configuration, a post-synthesis optimization method can be used [YYPG13]. This method is

based on considering the links as anchored to sliding points on the set of joint axes, and making the ad-

ditional requirements be a function of the location of the link relative to the two joints that it connects.

The combination of the kinematic synthesis together with the link based optimization allows to in-

teractively monitor, control and adjust objectives and constraints, to yield practical solutions to realistic

exoskeleton mechanisms design.

When dealing with the synthesis of parallel robots or closed kinematic chains, the fact that several

serial chains need to follow the same path can be dealt with in several ways. Optimization techniques

based on minimizing the distance to the desired trajectory can be accompanied with assembly con-

straints consisting on inequalities on the loop equations of the mechanism, see for instance [JH06],



80

in order to approximate the closure of the mechanism. Another techniques include designing for entire

workspaces of closed chains, such as [BBPG14], however this approach is only available for a few mech-

anism topologies currently. A third way is to reduce the parallel mechanism to the most constrained

serial chain, see [SSPG14b], synthesize for that serial chain and let the rest of the serial chains adapt to

the motion of this one. When all serial chains joining the base to the end-effector present the same level

of constraint to the motion, then synthesizing for one of them allows the exact reach of a finite set of

positions. In all of these methods except the exact workspace synthesis, the kinematic behavior of the

system is defined at discrete poses, and no information about the motion from position to position will

be available. An extreme case will happen when a singularity is found between the discrete positions

being targeted.

A different approach is the one taken for instance in [SR13], in which the human body is considered

a kinematic chain and additional chains are attached to it in order to restrain the motion, forming a

closed system. This technique is effective for human limbs in which the joints’ motion faithfully ap-

proximate the motion of a mechanical joint such as a revolute joint. Its results on more complex joints

have not been assessed yet.

4.4 An Example of ExoskeletonDesign for ThumbMotions

The human thumb presents a complex 3Dmotion that can be modeled, depending on the needed ac-

curacy, with three to four degrees of freedom, and using variable joint axes. We postulate that it is still

possible to use simplified, low-dof linkages for assisting in particular thumbmotions. As candidate

mechanisms we focus on a set of closed, spatial overconstrained and non-overconstrained four-bar

to six-bar linkages with lowmobility that present the desired characteristics for this application, see

[Wal73] and [Tsa00]. The spatial mechanism is to be attached to the proximal phalanx of the thumb.

In addition, the designed mechanism is confined to the back of the hand, so as to minimize sensory

feedback interference, and to allow the mechanism to be manufactured with minimal size. This, com-

bined with the intended location of the actuators, will allow the device to be constructed with low ap-

parent inertia.
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For this example, we synthesize the selected linkage to follow as closely as possible experimental paths

of the human thumb. The overall outline or design approach of the mechanism is shown in Figure 4.1,

however in this case the post-synthesis optimization step has been omitted.

The thumb data were acquired using a Vicon motion tracking system as shown in Figure 4.2. The

captured data for several paths doing the sane task and the selected positions are shown in Figure 4.3,

4.4.

For the design of spatial motion, it is sometimes advantageous to work with relative displacements.

Each relative displacement expresses a motion of the thumb from a reference configuration, taken as

the thumb position at the first frame. Each displacement can be modeled as an axis, plus a rotation

about and a translation along the axis. This information is encoded as a screw, where the screw axis is

the axis of the displacement and the pitch is the ratio of translation to rotation for that displacement,

see Figure 4.5.

4.4.1 Mechanism Selection

In order to accomplish simplicity together with spatial motion under a one-degree-of-freedom system,

an initial set of closed spatial linkages with four to six links and standard revolute (R), prismatic (P) and

cylindrical (C) joints have been selected. Some of these linkages are overconstrained, while others are

trivial; all of them with mobility equal to one [Wal73], [Tsa00].

In particular, the following four-bar linkages: RC-CC, RP-RP, RR-RR, and the following six-bar

linkages: CRR-RRR, RRC-CRR and Bricard [Bak80], which is an RRR-RRRmechanism, were

selected as candidates. Here, the dash separating joints indicates where the end-effector, or attachment

to the thumb, is being placed.

Among the properties of these linkages that are useful for our application we can cite the 1-dof mo-

tion, requiring only one actuator, and topological simplicity while creating a complex motion. In addi-

tion, overconstrained linkages have other advantages, such as inherent structural rigidity.

The workspace of relative displacements of the candidate linkages was plotted and the Bricard mech-

anism showed the highest match with the set of displacements of the thumb, see Figures 4.5 and 4.6.
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Figure 4.8: The Bricard mechanism with its DH parameters and dimensions. The table shows the rela ons among DH parameters of

a Bricard mechanism.

The Bricard was selected for dimensional synthesis.

4.4.2 Bricard Kinematics Synthesis

In this section, the design equations corresponding to the Bricard mechanism are presented. Consider

the closed RRR-RRR linkage as two serial RRR chains, joined at their end-effectors. The axes are la-

beled as shown in Figure 4.8, starting at the fixed link and going around in two ways to reach each other

at their end-effectors. The table in Figure 4.8 shows the constraints among DH parameters in a Bricard

mechanism, in which ai is the length of link i + 1, αi is the twist angle between the axes of joints i and

i + 1, di is the offset distance at joint i and θi is the joint rotation angle for i = 1, . . . 6. It is known that

the offset distances, twist angles and link lengths in the opposite side of this mechanismmust be equal

[WC10] resulting in θ4 = ±θ1, θ5 = ±θ2, θ6 = ±θ3.

In order to create the design equations, the distance between the displacements captured and the dis-

placements of the candidate chain is minimized, with the goal of finding the location and dimensions

of the mechanism that approximately performs the task.

The design equations are created by equating the forward kinematics of the mechanism (Both left

and right chain) to each of the discrete positions obtained from the motion capture. If each finite dis-
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placement of the thumb is denoted by Pi, then the design equations are

(4.2)

In these equations, the variables we are interested in are what we call the structural variables, which

are the Plucker coordinates of the joint axes at the reference configuration. In addition, the optimiza-

tion process outputs the angles of the chains in order to reach the thumb displacements.

Moreover, the Bricard constraints in terms of the joint axes are:

(4.3)

where× is the dual cross product of dual lines.

Eighteen positions were selected from the thumb path, and the first frame was taken as the reference

configuration. If the forward kinematics is written by dual quaternion, each equality is composed of 8

equations for each of two serial chains composing the mechanism. This gives a total of 272 nonlinear

equations. In addition, we have the constraints Equations (4.3) which add 12 to the system of equa-

tions. In sum, we have 284 equations.

The variables to solve for are the Plucker coordinates of the axes, that is, six parameters per axis per

chain (2 ∗ 3 ∗ 6), and the joint variables to reach each thumb position (17 ∗ 3). Then the total number

of unknowns is 87. This over-constrained system of nonlinear equations were solved using Levenberg-

Marquardt method.
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Figure 4.9: Comparison between desired posi ons (blue frames) and linkage posi ons (red for the le chain and green for the right

chain)

4.4.3 Prototype

The set of selected positions and the ones reachable by the synthesized robot are shown in Figure 4.9.

As it is seen, both chains are reaching to the targets fairly well. The equations were run 14 times for

three different sets of positions chosen from the thumb frames. The distance to the desired path has

been optimized by minimizing the distance at each step. It took a variable amount of time, from a

few minutes to a few hours to find solutions. For the 14 runs, 14 considerably different solutions were

found.

Figure 4.10: The DH parameters of the resul ng mechanism. Angles are in degrees and distancses are in milimeters.

Out of these 14 solutions, 1 linkage was selected based on its overall dimensions and placement on the

hand. For this solution, the translational error which is the distance between the desired and computed

end-effector positions, varies from 1 mm to 3 mmwhile the orientation error, using Euler angles as a
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criterion, varies up to about 20◦ for α, 18◦ for β, and 30◦ for γ. Figure 4.10 shows the DH parameters of

the designed robot. Due to the potentially very large number of solutions for this problem, not all the

solution space has been searched and hence we cannot assume that the selected candidate is the optimal

one, but rather an acceptable one. The SolidWorks model at the initial position is illustrated in Figure

4.11. The cylinder shows the forearm position on the mechanism. There are some adjustable bars to fix

the forearm on the base to make sure that it is positioned in the right place.

Figure 4.11: Solidworks Model of the designed robot in reference configura on.

Figure4.12 shows the prototype of the Bricard mechanism which was designed based on the pro-

posed methodology to follow the thumb’s path.

Figure 4.13 shows the same mechanism with the hand on it. The mechanism is designed so that the

height and orientation of the base is adjustable to provide a good tolerance for different sizes and shapes

of forearms and hands.

Figure 4.12: The prototype of the designed Bricard mechanism with the fixture of forearm a aching to the base.

This work presents a method to design lower-mobility exoskeletons for specific sets of human mo-

tion. The lower-mobility exoskeletons require less actuation, which in turn results in a lighter exoskele-
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ton. In this method, only the path of the target limb is required in order to calculate the dimensions

and position of the exoskeleton. This path can be obtained using motion capture technology. The

resulting design is non-anthropomorphic, which allows us to locate the joints away from the limb if

required.

As an example, a one-degree-of-freedommechanism is designed to be used as exoskeleton to guide

the motion of the proximal phalanx of the thumb finger for applications such as rehabilitation. The

resulting design matches the motion of the finger within its range of motion.

Further work will be devoted to the post-synthesis optimization in order to obtain a more compact

solution.

Figure 4.13: The prototype of the designed Bricard mechanism with the subject’s hand on it.
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Chapter 5: Virtual Reality and Its Applications in Rehabilitation and Robotics

Based onWebster’s New Universal Unabridged DictionaryVirtual means something that is in essense or

effect but not in fact while reality means a place that exist and we can experience [20119].

The key point of Virtual Reality is immersion. This is basically a physical immersion in comparison

to mental immersion where the brain is in a state of being deeply involved. Physical immersion means

bodily entering to a medium by stimulating the human senses [20119]. VR, in the current level of tech-

nology, mostly stimulate the user’s eyes and creates an illusion of the reality. Because of the advanced

technology used in VR, the illusion is highly convincing and can be used for many different purposes.

On the other hand the interaction with computer programs such as games and engineering software is

beyond mouse and keyboard. The user can uses their own hands to manipulate the virtual object and

have a much more natural and intuitive communication. VR environment does not have real world

limitation and can expand as human imagination. Among many applications of VR such as telepres-

ence and collaboration environment, the focus of this chapter is on the rehabilitation and robotics.

The immersing VR environment can help therapist to improve the rehabilitation process by creating

an illusion of the motions of stroked limbs. On the other hand, robot designers can benefit from such

interactive environment towards creating a perfect model before prototyping. Providing direct sensory

feedback, the illusive VR gives the possibility of testing any device before it comes to the real world.

In this work, we use a VR system developed for upper-armmotion identification and immersing

user experience with a kinematic synthesis process consisting of chain topology enumeration and selec-

tion and a numerical dimensional synthesis solver. VR with depth sensing allows the easy creation of

3Dmotions and, unlike infrared motion capture, the interactive selection of the important parts of the

motion in real time. The input from the user’s motion is utilized to match a kinematic chain with the

required end-effectors. The information is sent in real time to the solver, which efficiently computes a

solution within a few seconds. The output solution can be displayed and animated within the virtual

system simultaneously to the user’s motion. In this submission we present the results of task creation

using the human hand, the communication among the different parts of the system and the display of

the solution designs. These results will build into a complete VR-based system for the design of proprio

and extero limbs, for applications in exoskeletons, rehabilitation, prostheses and supernumerary limbs.
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On the other side, one of the difficulties in rehabilitation and therapies is training the motor system

of patients who lost their ability to move their body parts due to strokes. In traditional ways, the session

of retraining is long and sometimes as not effective and in many cases, limited success is accomplished.

The goal is to improve this process by using Virtual Reality as a means to help overcome some of the

proprioceptive loss that stroke patients experience. The strategy is to map the patient’s healthy limb on

to his/her affected limb to test the action-observation linked to the mirror-neuron system.

5.1 VR Concepts and Tools

The key point in a good Virtual Reality experience is overriding human sensors in order to send de-

sired signal to the brain instead of what the brain receives from real world. We, our brains, experience

the world through senses. Basically, the brain can not distinguish between reality and imagination or

virtual world as long as the signals that reach the brain are correctly and in accordance manipulated.

Among human senses, the eye sight is the most powerful one in terms of understanding the environ-

ment and that is why eyes are the target of VR hardware to manipulate. However eye is not the only

sense that can get tricked, we can expand the concept of virtual to any other senses such as tactile or

hearing. As far as the information received by one sense is not contradicting the others strongly, the

brain would not care where the sources of the signals are and would react the same. Thus, the duty of

VR hardware is to stimulate these senses in order to trick the brain. Stimulating one sense and ignoring

the others sometimes create bad feelings in human such as nausea.

Another important concept in VR is rendering. A virtual world can be created by any type of soft-

ware but the essence of the matter is how the projection of this world to display is being done so the

human senses get stimulated correctly (Figure 5.1). If the projected virtual world is fixed to the display,

then all the virtual objects move as the headset moves. However, to trick the brain and stimulate the

eye sight in order to create a feeling of being inside another medium, we need to have stationary ob-

jects. These objects should not move or in a better word, they should move in a way that makes the

user believe they do not move. And that takes place by couter-transformation. If the head moves to

the right the rendered virtual object on display needs to move left in order to create the illusion of be-
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Figure 5.1: The main component in a Virtual Reality System.

ing stationary. This is the heart of creating a convincing virtual world; having stationary, moving and

fixed-to-headset objects. Now if this counter-transformation is not done properly, it creates distorting

stimulation which results in VR sickness. Nowadays, the technology is good enough to compute the

correct transformation and displaying it without any delay while in the past this was a more challenging

problem.

Figure 5.2: (Le ) Microso Kinect, (Middle) 3D Scanning Structure Sensor, (Right) Intel Realsense Depth Camera.

Sources: www.engadget.com, www.techmed3d.com, in.rsdelivers.com

Tracking system is another essential part of any VR system. The pose of human organ which is the

target of the VR hardware should be calculated for the localization purpose. The orientation of the

pose is on inertial measurement unit or IMUwhich usually includes gyroscope, accelerometer and

magnetometer. Cameras are also used for the tracking systems but the challenge is to find the anchors
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on the captured image to keep the track of the objects without using markers. Depth-sensing cameras,

on the other hand, are used to help tracking systems by projecting light to the objects and observing the

reflection. Some of these cameras are depicted in Figure 5.2. LeapMotion is another depth-sensing de-

vice consisting of two cameras and three infrared LEDs which can track human hand and fingers. The

software of this technology creates a 3D representation of the nearby environment and extract the hand

motions, see Figure 5.3.

Figure 5.3: Leap Mo on Camera.

Source: www.hackmag.com

VRHeadsets are the units to that carry the display and the sensors for localization purposes. Among

the popular ones, Oculus Rift, HTCVive, google Cardboard, google Daydream and Oculus Go and

Sony Play Station VR are worth mentioning, see Figure 5.4.

Nevertheless, the software that process the data received from sensors and create the proper output

for a good virtual reality experience is a crucial part of the system. Game engines adapted for VR are the

most popular platform for developers. Unity3D is the most accepted game engine, at this point of time,

due to its high-level operations. Some of the features of a proper VR software includes: creating high

quality graphics that create the right illusion of the real counter part, maintaining a good correspon-

dence between motion in the real wold and virtual world, geometric aspect, physics to create real be-

havior for virtual objects, collision algorithm, localization and mapping algorithms, lighting, occlusion

and performance optimization. Explaining all these concepts are out of the scope of this dissertation,
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the reader is referred to book ”Virtual Reality” by StevenM. LaValle [lav] for detailed description of

different topics in virtual reality.

Figure 5.4: Popular VR headsets. From top le to the bo om right: Oculus Ri , HTC Vive, google Cardboard, google Daydream and

Oculus Go and Sony Play Sta on VR

Sources: www.republiclab.com

5.2 Uses in Rehabilitation

Human action perception and action execution are directly related based on recent studies. Also vi-

sual feedback of performance can help the process of training and retraining the limbs. This section is

devoted to how VR can enhance this process by allowing the user to be immersed in an environment

where they can visualize the healthy motion of their arm. An important part of the AR system is the

correct and user-tailored identification of the upper-limb kinematics, as well as the reduction of com-

plexity of the model for faster rendering. The following sections describe the VR tools used and the VR

environment that are made.

5.2.0.1 VR requirements

In this work case, human vision is targeted by VR hardware and the goal is to edit visual input of the

objects inside the virtual world. Oculus Rift is used as the device to display the virtual world and im-
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Figure 5.5: Leap mo on camera mounted on Oculus Ri headset to synchronize with the tracking system and provide 3D hand

models which are able to interact with virtual objects. Picture from

Source: www.primi vebuteffec ve.com

merse the user. This device has fast tracking and rendering so that the virtual limb approaches a realistic

merging in the real environment. The technology used in Oculus Rift provides features such as fast re-

alistic photo rendering, motion smoothness, shadow casting, estimation of appropriate transformation

and scaling parameters of the virtual limb to smoothly align with the object(s) in the real environment.

A motion tracking system is needed to capture the subject’s limbs motion in real time. Systems that

are commercially available include magnetic, acoustic, inertial or optical systems. In general, optical

systems that capture the markers placed on the body may be a good option but transferring the data of

the markers to simulate the human limb needs a lot of work while it creates a lot of error due to skin

motions, camera errors. In addition, synchronizing the captured data with the Oculus tracking sys-

tem is another difficulty. Whereas LeapMotion camera is designed to detect the hands and forearms

whose 3Dmodel are available in real time. Additionally, it can be mounted on the Oculus Rift goggle

and work in accordance with the headset tracking system. The software developed for Leap motion

provided texture mapping for human hands that is one of the main requirement to convince the user to

accept the 3Dmodel as one of his/her body part. As a result, LeapMotion technology combined with

Oculus provides perfect interactive virtual environment for the healthy and stroke patients to do the

experiments in, see Figure 5.5.

The workspace of human upper-limb motion needs to be considered before recording the tasks in
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Figure 5.6: Unity3D game engine editor.

the 3D-space [LU94]. Once an upper-limb workspace is modeled, then tasks can be determined based

on work that has examined action-observation priming with both human and robotic displays.

In addition to the capturing data of the hand and tracking systems, we need a platform where the

3Dmodels and the physics are taking care of. In the last two decades, with emergence of computational

hardware and 3Dmodeling software tools, the human anatomy has been studied extensively which

has found many applications in different areas such as forensics, surgical training and simulation, and

human animation in entertainment.

Unity3D is a game engine adapted for VR to which VR goggles and Leap motion can be connected

(Figure 5.6). Some of the features of this platform:

• accessing the low-level graphics API which enables developers to take advantage of the latest GPU

and hardware improvements.

• building shaders visually instead of pure coding.

• Scriptable Render Pipeline which enables the developers to modify the rendering process towards

their needs.

• networking and multiplayer options
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Figure 5.7: Ball Throw

• giving real-world behavior to game objects through its physics engine. It provides components like

”rigid body” or ”kinematics” that can be added to any game object to change their behavior.

• graphical user interface to build many different components.

• scripting which allows to define logic.

5.2.0.2 Games

The goal of the experiments is to stimulate the mirror neuron system to facilitate the training process.

In the first place, healthy subjects are asked to perform some predetermined tasks including hand ges-

tures and reach-grasp repeatedly using the system described above. These are the motions that are used

in daily-basis of people lives. These experiments will be repeated for stroke patients who have difficul-

ties in moving their upper arm.

In all the games, The cube has collision component so it can be interactive and picked up by virtual

hands that are provided by LeapMotion. Also the ball needs the rigid body component to behave as

it is in the real world. A unity package is provided by LeapMotion where all the needed components

such as reading the raw data coming from the camera and interpreting it to detect hands and also mak-

ing the virtual hand in the virtual world are prepared.

The first game built is called ”Ball Throw” (Figure 5.7) where the user is asked to pick up a virtual
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Figure 5.8: Block Stacking

ball and throw it to a stack of cubes. The task is self-paced and requires gross motor movements. Be-

sides, it is a fast movement action where performance will not change by the feedback. The purposes of

this game is:

• This is a task that most of people have done in the real world so they are familiar with the concept,

but at the same time picking up the ball with the virtual hands need some level of skill and prac-

tice. As a result, the aim is skill acquisition and motor learning.

• By switching the virtual models of the hands, a virtual version of ”mirror therapy” is provided where

movements of the intact armmaps to the opposite hand to yield action observation of tasks not

possible when using a framed mirror.

The second game is ”Block Stacking” (Figure 5.8). This is a self-paced game and allows feedback dur-

ing the activity to guide changes in movements as they are occurring. There is not a lot to learn in this

game for the subject except the manipulation of the cubes with virtual hands which makes it an easy

game. Therefore the purpose is acclimation to the virtual environment and creative play.

”Aperture” is the third game (Figure 5.9). In this game the subject is asked to reach through an aper-

ture to a cube, pick it up and bring it back without touching the sides of the aperture. There are set-

tings where the user can adjust the length and height of the aperture to the anatomy of the subject.
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Figure 5.9: Aperture

This task requires fine motor control to reach through an opening and retrieve a cube without touch-

ing the sides. The purpose is to develop fine motor control and precision in a virtual environment.

”Cannon Catch” is the name of the fourth game (Figure 5.10). This is not a self-paced game and the

subject needs to time the movements based on what happens in the virtual world. The subject is re-

quired to catch virtual cannon balls being shot from alternating sides of the environment. The speed

and range of the cannon ball trajectories can be adjusted according to the participants abilities. The

purpose is motor control with external timing imposed.

5.3 Uses in Robotics

Virtual Reality is a quite new technology that has found its way into many areas such as military, health-

care, fashion, business, sport, education, media and entertainment. Nevertheless, VR has some appli-

cations in industry where it is applied to solve or enhance real issues. What follows is the VR uses in

industry:

• Simulation and visualization of environment which are hazardous, expensive or difficult to handle or

where it is hard to present data and processing.
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Figure 5.10: Cannon Catch

• Training. Multiple trainee from totally different locations can be trained by one trainer in an envi-

ronment in which the work space is simulated.

• Collaboration with sharing a VR space. Developers or employees can share a VR environment to

exchange ideas and cooperate on projects.

• Engineering design and prototype where a 3Dmodel can be created, visualized, tested and modified

based on the needs.

• Architecture and construction design in which the user can be place inside a house before it is built.

Also VR has been recently used in robotics where the user can interact with and program the robots.

One good example of this is RobotStudio from ABB company. The VR option in this software can

bring the programmer to a 3Dmodel environment in which all the elements of the robotic system can

be modified. This space also can be shared with the customer in case the company would like to present

the progress or final product.

The author, however, has been trying to find other applications of VR in robotics. One of the inter-

esting uses is designing a robot is a VR environment that kinematicians can set inputs, solve kinematics

equations and see the resulting robot. The important steps of a non-VR design process are shown in
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Fig. 2.11. In this work, we utilize the virtual reality capabilities to improve the interaction of the designer

in some of these steps, or to replace them with a more user-friendly alternative.

The definition of the task is transformed into an immersive experience by capturing the motion of

the hands using a depth-sensing camera, and transforming the user’s hands into the VR world by using

the SDKmade for Unity. The hands can be used to position the task object, as seen in Fig. 5.13, or by

directly recording the coordinates of the fingertips at the locations specified by the user.

Figure 5.11: The designer crea ng the task in the VR environment.

Unlike regular motion capture systems, all trials and repetition of a desired motion do not need to be

stored as the user and designer can visualize the captured path relative to the environment in real time

and repeat the task till they are satisfied. Fig. 5.11 shows the interactive definition of poses in the VR

design suite.

This step provides the input to the synthesis process, which implies heavy numerical calculations

that need to be performed outisde of the virtual reality system. The captured poses inside the VR world

are stored and sent to a numerical solver specifically designed for kinematic synthesis, where the corre-

sponding dimensional synthesis equations are created and numerically solved using a combination of a

genetic algorithm and a line search algorighm.

After a solution is obtained, the visualization step greatly benefits from is display in the VR suite.

The solution is simulated and placed in the environment, so that the designer can make sure that the

designed robot is able to pass through planned path and has the correct dimensions and placement

for the task and the surrounding environment. In addition, using the physics engine of the VR space
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can help the developers in checking the performance and in comparing different prototypes and CAD

models.

5.3.0.1 VR Requirements

The system consists of the Oculus Rift goggles, a LeapMotion™ Camera, and the solftware packages

Unity® and ArtTreeKS. The environment uses the prepared Interaction Callbacks example from ”in-

teraction engine” of the LeapMotion [Winc], see Fig. 5.12.

Figure 5.12: An interac on cube from Interac on Engine in the synthesis virtual environment

The motion of the hand is sensed and captured by LeapMotion camera, which is an infrared stereo

camera, and the virtual model of the hand is provided in the environment. The poses of different parts

of the hand are accessible through LeapMotion API. The cube (guide box) can be translated and ro-

tated by the provided handles on it and the user can grab them and transform the guide box to a new

pose. For the objects to work with the interaction engine, the rigid body component should be added

as well as having the interaction behavior module added to the scene.

The proposed Virtual environment provides three steps to do the robot synthesis Fig. 5.13. The first

step copies a smaller version of the guide box fixed in the space on each single pose that the user chooses

by pushing the ”capture the pose”. These poses are stored as dual quaternions so they can be fed to the

numerical solver ArtTreeKS. In the second step, these poses are sent to ArtTreeKS as input, when the

designer pushes ”Send to ArtTreeKS”. This software finds a single numerical solution for the dimen-

sional kinematic synthesis and saves it in a file that will be loaded whenever the user pushes ”Show the

Robot”. There the designed robot is modeled and simulated in the VR environment and the user can



100

Figure 5.13: Transforming the guide box to get any desired pose

see its dimensions, location and its performance while executing the desired task.

The output of the solver ArtTreeKS contains the Plucker coordinates of the joints in a reference

configuration plus the joint values relative to the reference configuration in order to move through the

positions of the task. This information is enough to instantiate cylinders that represent the links and

joints of the robot, to have a preliminary representation of the system. More sophisticated and user-

controlled visualization tools could be added to the system in order to make it more realistic.

5.3.0.2 VR Synthesis of Robotics System

The whole process of the proposed VR synthesis is shown in Fig. 5.14, and contains a series of com-

munications among the different modules of the suite. The first challenge is to make the connection

between the numerical solver ArtTreeKS and the application running inWindows OS. ArtTreeKS is an

open source software, compiled and used on a Linux platform, while the virtual reality hardware and

software have their best performance on aWindows platform. InWindows 10, a subsystem is designed

for Linux, WSL, which makes the bridge to allow running the Linux-based program inWindows.

ArtTreeks uses C-based libraries to solve the nonlinear equations, such as CMinpack, and Lua is the

script language used to read the input and run the program. So to connect the Unity to ArtTreeKS, in

the Windows side a TCP connection is created in Unity (with TcpClient class) and the captured poses

are sent through this connection. On theWSL side, a Lua program creates a socket through which it

can read the messages sent by Unity and run ArtTreeKS. The result is going to be a file containing the
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Figure 5.14: The flowchart of the whole proposed process

Plucker coordinates and joint angles of the synthesized robot. WSL is running inWindows so the files

can be shared between Linux andWindows programs. Next step takes place back in Unity, where we

read the file in C# script triggered by the ”Show the Robot” button.

This work presents the first automatic and interactive system for the design of any robotic arm and

robotic hand. The immersive virtual reality environment allows for an easy and intuitive definition of

the task by the designer, including fingertip tasks for grasping and manipulation of objects. The com-

munication among the different subsystems allow the task to be sent to a fast solver and the solution

to be returned to the virtual reality system for display and animation, which allows assessing the result

quickly and efficiently. The overall VR-based design suite for robotic systems will help designers to

create a great variety of designs in a fast and easy way.

5.3.0.3 VR Synthesis Example

As an example, two robots have been designed to follow the motions of the human hand. The first

one is a 3R serial robot, that is an armmanipulator with three revolute joints, and the second one is a

robotic hand which could be used as an exoskeleton or to perform human hand tasks.

The 3R serial robot consists of 3 revolute joints assembled in series and with general location and ori-

entation. A 3R serial chain is shown in Fig. 5.16. The task is generated by the motion of the user’s hand.

The user moves the guide box to whichever position and orientation is desired and store that pose by

pushing the Capture the Pose button. Blue boxes in Fig. 5.15 show the desired task for this robot.
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Figure 5.15: The synthesized robot

Figure 5.16: A serial 3R robot.

After sending the task to ArtTreeKS and receiving the solution, the robot can be shown in the VR

environment. The first picture from the top left shows the virtual hand pushing a button ”Pose” to

change the current pose. And the rest of the pictures show the robot in other task positions.

For a hand example we use the p = {0, 1, 1, 1}with j = {1, 3, 3, 3}, that is a hand with one wrist joint

and three fingers, each of them consisting of three revolute joints and a fingertip. Fig. 5.17 shows the
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hand topology and sketch.

Figure 5.17: A three-fingered hand with one wrist R joint and three R joints per finger.

This hand can reach exactlym = 6 positions for simultaneous task of each of the three fingertips.

These positions are captured from the human hand immersed in the virtual reality environment. Fig

5.18 shows the result where the three designed fingers can reach to the desired poses. The first picture

from left on top shows the virtual hand as well. The user changes the configuration of the robot by

pushing the button. Each time the button is pushed, the relative value of each joint with respect to the

reference configuration is set and the end-effector of the robot will reach to the next pose. Also A linear

interpolation between joints values correspond to desired configurations is performed so that transition

between poses look smooth and natural.
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Figure 5.18: The synthesized Hand
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Chapter 6: Augmented Reality and Its Application in Robotics

The definition of Augmented Reality (AR) can be very broad but what we consider as an AR experi-

ence in this dissertation is any digital information that is added to the physical world in order to aug-

ment the perception and interaction with the world. There are three factors that define AR ([Azu97]

and [Cra13]):

• Combines real and virtual

• Interactive in real time

• Registered in 3D

Adding virtual objects in the user’s surrounding will augment the reality in a natural way when the

virtual objects are in consistent with the real objects. The location, orientation, lighting and material

of the virtual object are some of the properties that can be considered to improve the AR experience.

The second important characteristics is the interactivity. The rendered virtual objects should react to

the changes in the environment or to the movement and actions of the user so that it provides the right

impression. The augmented objects need to move in opposite transformation of user displacements so

that it is believable for the user that they are stationery. In the case of moving augmented objects, the

movements of the user should be taken into account as well. Moreover, changes in lighting and sound

have big impacts on the user’s experience.

6.1 Augmented Reality Concepts

Localization and mapping through IMU’s, depth-sensing cameras and other sensors is an essential part

of a good augmented reality experience. The first step is to understand the state of the real world in

real-time. The second step is to localize the user’s position (AR device position) with respect to this en-

vironment and the third step is to display the virtual objects in the right place considering the changes

in the environment and the user.

Three major components that make the AR experience possible include [Cra13]):

• Sensor
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Figure 6.1: AR applica on in HoloLens to communicate with ABB robots

• Processor

• Display

The most popular sensor is camera where 2D and 3D images can be detected and processed for un-

derstating the environment; these camera are used to identify hand gestures too as the user input infor-

mation. To localize in the environment, Global Positioning System (GPS), for example, could be used

to find the location of the user. Gyroscopes and accelerometers are used to determine the amount of

movement and rotation in different directions. Moreover, voice is another source of user input that is

easily recorded by microphones and filtered to get rid of the noises.

Processor analyzes the sensors input, computes the coordinates and generated the proper output

signal for the display. Processor can benefit from different powerful software applications which can

help understanding the environment more precisely. For instance, Cortana, which is a virtual assistant

created byMicrosoft for Windows 10, is a popular platform to recognize the voice of the user. Hand

gestures can be identified and interpreted by the powerful software recently created by LeapMotion

andMicrosoft. The processor processes all of these sensors information by the software provided in

each platform to map the surroundings and localize the user in that map. The better the processor is in
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Figure 6.2: Microso HoloLens

terms of hardware and software, the more precise AR experience is expected to be created. That is why

the price of a legitimate AR device is still fairly high.

Display, in the general definition, is a component to manipulate the user’s senses including vision,

smell, haptics, hearing and taste. The most obvious display is the monitor of a computer or a screen

of a mobile cell phone. The duty of this component is to receive the manipulated the signal from the

processor and display it to each specific sense so that the user can not distinguish between the reality

and virtuality.

6.2 Augmented Reality Tools

Augmented reality tools that have been utilized in this work including the two aspects of hardware and

software are described in the following subsections.

6.2.1 Hardware

Microsoft HoloLens is the first fully self-contained augmented reality device that can create holo-

graphic objects and run inWindows 10.

It is totally wireless and constantly mapping the area to localize the user in the real world. The sen-
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sors used in this device are:

• 1 IMU (Accelerometer, gyroscope, and magnetometer)

• 4 environment sensors

• 1 energy-efficient depth camera with a 120 by 120 degree angle of view

• Four-microphone array

• 1 ambient light sensor

Moreover, this device has a powerful technology of human understanding capabilities. It includes:

• Spatial Soundwhich stimulates the hearing sense of the user by creating spatial effects; this al-

lows the user to locate the virtual objects or have a better perception of the interactive objects.

• Gaze Tracking which brings the application focus to whatever the user is perceiving to navigate

and explore, the technology can tell exactly what and where to show the images for each pupil to

generate stereoscopic 3D illusions.

• Gesture Inputwhich recognizes a few hand gestures including bloom gesture to pull up a UI

navigation menu screen and air tap gesture to select menu commands similar to clicking by com-

pute mouse.

• Voice Supportwhich allows the user to use voice commands.

6.2.2 Software

WindowMixed Reality (WMR) andWindows 10 are the software that HoloLens needs to process and

run on respectively. WMR is a the core software package that enables developers to use the HoloLens

features for different applications and purposes.

On the other hand the SDK prepared for Unity called HoloToolkit provides a complete set of tools

in Unity to work with HoloLens. This package consists of Unity scripts, prefabs and other combined
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Figure 6.3: Main menu to configure the database

software like Vuforia to ease the process of making an augmented reality application. Using these tools,

in the next section, an application of AR in robotics is introduced and investigated.

6.3 Augmented Reality Platform for Robot-Human Interaction

Augmented reality may have many applications in different industries but in the current work, we fo-

cus on its uses in robotics industry. Augmented reality is used to connect and communicate wit ABB

robots. ABB controller IRC5 with RobotWare 6 and higher provides a web services which is a set of

RESTful APIs that uses HTTP protocol and the messages that are made up of XML or JSON format.

On the other hand, we can make applications in HoloLens that can be connected to these types of web

services. This lets one connect to ABB controllers and have a two-way communication to get informa-

tion from robots or send information to them.

6.3.1 MainMenu Front-End

The front-end of the application is composed of a set of user-interface (UI) elements that let the users

find a system by different methods including voice recognition, 2D-image recognition or directly en-

tering the IP address of the robot controller. The user is able to add, remove, edit or connect to systems

that are stored in a database holding the information of robots that are available to connect to, 6.3. Sys-

tems information include a unique name for each system that can be detected by using Cortona, the
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Figure 6.4: Using virtual keyboard

name of an image that is ready to detect by cameras usingVuforia platform and the IP address of the

controller in the network which can be entered by the designed virtual keyboard 6.4.

6.3.2 Communication

The communication is through a set of web services that the controller provides. XHTML and JSON

are the format for the messages sent or received. For this purpose, HTTP has a number of predefined

methods that can be used:

• GET: Retrieve a resource

• PUT: Create or update a resource

• POST: Update a resource

• DELETE: Delete a resourc

GET does not change the resources while the rest will make a change in the state of the resources.

Any attempt to connect to the controller is followed by an authentication step where a username and

password must be provided to ensure that the user has permit to connect to the robot.

The Robot Web Services has many services available from which one can get additional services or

one or more resources. A tree chart of available services and resources are depicted in 6.6.
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Figure 6.5: Robot Communica on

Figure 6.6: Services
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Fileservice provides remote access to files and directories by which we can create, remove, rename and

create files and directories. Subscription service is used for when we need some information to get up-

dated when thy change. Ctrl service handles robot controller global functionality, such as access to the

controller clock, controller identification, performs restart etc. Users service takes care of registration of

connected clients. And finally, RW is for RobotWare services, such as IO, RAPID, E-log, CFG etc.

All of these services are available in RobotStudio or the flex pendant of the controller but the mis-

sion of this work is to replace those platforms with a more human-friendly platform where human

hand gestures and voice could be a part of robot-communication. Furthermore, visualizing the simu-

lated motion superimposed on top of the real hardware can create a productive and constructive envi-

ronment for the users.

6.3.3 Asynchronous Operations

An important part of the written code quality is the use of asynchronous operations. This type of op-

eration aims at improving the performance by running tasks in parallel. For example, file manipulation

such as opening, reading and closing should be getting done in a parallel thread so that it does not cre-

ate any delay or lag on the main thread. This improved the quality of the user experience drastically. In

present work, this concept is implemented in the Unity main update() function. This function runs the

main thread of the application and any disturbance or delay could cause a bad experience for the user.

Async/await is a concept in C# by which we can implement asynchronous operations. Basically, they

are the code markers, which marks code positions from where the control should resume after a task

completes. In Unity we make the main thread a asyncmethod in which an awaitable (an asynchronous

operation) can be done by using await keyword.

6.3.4 Control Panel

However a system is detected, the next step is to have another scene (called control panel) consisting of

UI elements that helps users communicate with the robots.

The functionalities available in the current version of the app includes following, 6.8:
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Figure 6.7: Two main scenes of the Applica on

Figure 6.8: Control Panel

• System Information, this extracts some general information from the controller to display on the

right side of the menu.

• RunModule, this feature runs the current module available in the controller. This could be trig-

gered by voice or clicking on the button.

• 3DModel, shows the model of the robot which can be relocated and superimposed on top of

the real one. This has different advantages such as comparing the simulated the motion planning

with the real one and fast debugging process where the result of any change in the RAPID code

could be seen in the real world.
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Chapter 7: Conclusion

In this work, human upper limb is studied in two different mediums i.e. reality and virtuality. Primar-

ily, two kinematic models for human upper limb are suggested. The first model considers the shoulder

as 3DOF while the purpose of the second model is seeking a better understanding of the shoulder com-

plex in lower dimensions. An effective method to calculate the GH locations is introduced. Based on

the proposed idea, in an attempt to find the best mechanism to mimic the shoulder complex motions,

the calculated GH locations is used as the input for the point synthesis. A 2-4R parallel manipulator

whose workspace is similar to the human shoulder complex motion is suggested. This strategy is ex-

tended for exoskeletons which are designed to accomplish specific tasks in the human limb workspace.

On the other side, the uses of Virtual Reality in rehabilitation and robotics are investigated. Several im-

mersive virtual environments have been designed to study the effect of mirror therapy in healthy and

stroke patients. Moreover, The kinematics synthesis process has been leveled up by utilizing VR ca-

pabilities in terms of easiness and interaction. At last, an augmented reality application in HoloLens

device is made for robot-human interaction for industrial purposes.

7.1 Contribution

The highlights and potential contributions of the present work are described below:

• Kinematic model I is designed for human upper limb, including a 3 DOF shoulder mechanism, to

investigate the synergy of the human motion. The results show that the shoulder model uses its

most of the degrees of freedom for a faithful reconstruction.

• A newmethod to locate GH joint more accurately is introduced ans explained.

• Kinematics model II has been designed to focus on shoulder complex workspace. The result of this

research suggests a parallel mechanism with constrained joint space which improve the accuracy

and efficiency.

• Virtual Reality environments are built for assessing the mirror therapy for healthy and stroke pa-

tients. Leap motion technology has been used to create a natural and conniving model of human

limb.
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• The first VR application for robot dimensional synthesis has been developed. All the process of the

synthesis can be performed in this application which will result in a successful prototype of the

final product.

• Human-robot interaction may be more natural and intuitive. Connecting to the robots through AR

goggle like HoloLens expand human perception of the robot states and tasks. Similarly, with the

same platform, the robots can perceive human commands and presence more accurately. As a

result, the interaction between human and robots is expected to be enhanced drastically.

7.2 Outlook

The algorithms and methods to analyze human shoulder introduced in this dissertation could be used

for any other part or limb of human body. The focus is more on the task the limb does instead of its

anatomy.

The synthesized 2-4R parallel mechanism is an estimation of the human shoulder workspace in the

lower dimensions. The approach used in this point synthesis can be expanded for any other joint whose

location is determined by other limb joints. Moreover, the suggested mechanism introduces a com-

plicated 2-DOF space which can be more investigated and explored for other similar task with small

worksapce and high payload.

Having the created platforms for the uses and applications of VR in Robotics, one can expand the

features and add more capabilities for robot designers in the virtual world. Also the introduced aug-

mented reality platform for human interaction with ABB robots can expanded to any other industrial

and collaborative robots.
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Appendix A

Mocap Toolbox

This tool box is specifically created for Robot Kinematics and Synthesis but can be used only for visu-

alization purpose as well. First the motions of the human body parts are captured using markers on the

skin and cameras like Bonita. These whole process can be done by Vicon Systems, for example. The

output of the motion capture process can be an excel file (csv) giving the coordinates of the markers.

But what is important in Kinematics is orientation too. So by making an L-frame and putting three

markers on it we can find the orientation of any rigid body. This toolbox uses the data of each three

markers on each L-frame to make the orientation of the desired rigid body and make 4x4 transforma-

tion homogeneous matrices. Then it plots all these matrices for all the markers having data in csv file.

The user can choose the color and size of the frames. Also if the user does not want the toolbox to plot

any of the markers, just its box should be unchecked. The range of the plotted data can be specified too.

Accordingly the slider bar changes and the user can see the whole motion or part of it by sliding the

slider.

There are three sliders in the toolbox which basically do the same thing. However, the second section

is for selecting the specific range of frames. It enables the user to visualize and compare the selected

frames with whole motion. The last section is for the solution after doing the synthesis. The user can

compare the calculated frames with the selected ones and also with whole motion (See Figure A.1).

There are two test files (test1.csv and test2.csv). The input section of MCD.m file should be edited

according to the csv file and the rest of the file should remained unchanged. The csv file must only con-

tain numbers (no letters). The number of rows are equal to the number of frames captured by cameras

and the columns contain x, y and z of each marker. Then the number of columns is equal to the num-

ber of markers multiplied by 3.

To run the toolbox, you need only to runMCD.m file. The toolbox is able to plot the frames in dif-

ferent coordinates meaning that all the homogeneous matrices can be expressed in whatever base the

user wants. RunningMCD.m gives the information about the number of the final markers (each single

marker is considered as one final marker and each three markers placed on L-frame is considered as one

final marker as well ). There is prompt question. The user should define which marker is going to be
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Figure A.1: Mocap _toolbox plo ng data for three L-frame markers

the base (The frame that all other frames are going to be expressed in). The numbers of the final mark-

ers define the base. If the user want to see the frames relative and expressed in camera frame then 0 is

the answer.

The first part of MCD.m is for inserting the inputs. This is the only section that the user needs to

edit based on the data. - The name and path of the csv file. - The names of the markers - The order

(number) of the markers The other parts of the file and all other file should be untouched.

[mata] refers to the tool box inMathWorks.com. And a demonstration of what this toolbox is capa-

ble of, as a tutorial video, is given in [matb].
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Comparison For GH Location

Table B.1: Subject 1

gx gy gz Ns
geom -33.8115 -26.3174 -64.9564 2.2576
alg 39.0473 -29.2831 -65.7504 2.3135
Pratt -35.3680 -27.1644 -65.0832 2.2619
CTT -17.8986 -4.1869 -50.9539 4.5
MAM -11.0381 -1.4041 -64.1404 3.2908
SCoRE -17.8986 -4.1869 -50.9539 4.5
IHA -70.6014 -52.2918 -74.0195 6.0864
BSTD -30.6479 -19.5937 -68.0963 2.5138

Table B.2: Subject 2

gx gy gz Ns
geom -30.2021 -1.8489 -60.6682 1.7272
alg -68.4819 11.4385 -101.5668 2.2459
Pratt -57.8410 7.5254 -90.0157 1.9283
CTT -30.2470 -10.8394 -50.6161 1.9492
MAM -30.6159 -7.1325 -49.0957 2.0002
SCoRE -30.2470 -10.8394 -50.6161 1.9492
IHA -61.6237 12.5133 -79.2640 3.0864
BSTD -22.1117 -3.6210 -54.1893 1.7419
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Table B.3: Subject 3

gx gy gz Ns
geom -53.0706 -6.5596 -71.4458 2.6032
alg -57.8378 -7.1240 -72.0079 2.6471
Pratt -54.9340 -6.7625 -71.4408 2.6095
CTT -35.3363 9.4688 -44.5908 6.1351
MAM -45.0950 28.2621 -53.6695 4.3602
SCoRE -35.3363 9.4688 -44.5908 6.1351
IHA -67.6808 -6.0287 -54.0050 3.1733
BSTD -56.2992 -3.6698 -73.0683 2.7149

Table B.4: Subject 4

gx gy gz Ns
geom -66.1433 2.1608 -78.4869 1.9254
alg -83.9074 12.9775 -85.0035 2.1276
Pratt -87.4049 15.0729 -85.9669 2.2285
CTT -55.0998 7.9232 -61.8618 3.9332
MAM -52.8328 9.4416 -60.7966 4.1043
SCoRE -55.0998 7.9232 -61.8618 3.9332
IHA -64.5759 23.2242 -48.4079 6.1359
BSTD -63.6725 -2.3586 -74.4562 2.0579

Table B.5: Subject 5

gx gy gz Ns
geom -72.2540 -2.4655 -77.3657 3.9638
alg -122.5052 5.0235 -95.7990 5.9005
Pratt -89.9308 -0.3247 -83.2262 4.0421
CTT -20.8721 11.1056 -48.3451 4.9738
MAM -35.9131 11.5771 -48.5103 5.2444
SCoRE -20.8721 11.1056 -48.3451 4.9738
IHA -88.6529 4.7724 -67.8833 5.4280
BSTD -40.4352 -3.8152 -65.1963 4.0668
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Table B.6: Subject 6

gx gy gz Ns
geom -24.7635 -15.0274 -69.0734 1.7948
alg -78.9999 -23.2430 -103.8320 2.3424
Pratt -83.7926 -24.3570 -106.7721 2.5069
CTT -18.0818 -16.7776 -57.3233 1.8983
MAM -35.9529 -12.3133 -57.5117 2.4139
SCoRE -18.0818 -16.7776 -57.3233 1.8983
IHA -60.6155 -14.6963 -57.6213 3.7277
BSTD -29.3477 -15.5948 -68.7418 1.8134



135
Appendix C

Publications

1. Omid Heidari, Alba Perez-Gracia, ”Virtual Reality Synthesis of Robotic Systems for Human

Upper-limb and Hand Tasks”, IEEEVRConference, Osaka, Japan, 2019.

2. Omid Heidari, Vahid Pourgharibshahi, Alex Urfer, Alba Perez-Gracia, ”A New Algorithm to

Estimate Glenohumeral Joint Location Based on Scapula Rhythm”, 2018 40th Annual Interna-

tional Conference of the IEEE Engineering in Medicine and Biology Society (EMBC).

3. Omid Heidari, Eric TWolbrecht, Alba Perez-Gracia, Yimesker S Yihun, ”A task-based design

methodology for robotic exoskeletons”, Journal of Rehabilitation and Assistive Technologies

Engineering, 2018.

4. Omid Heidari, John ORoylance, Alba Perez-Gracia, Eydie Kendall, ”Quantification of upper-

body synergies: a case comparison for stroke and non-stroke victims”, ASME 2016 International

Design Engineering Technical Conferences and Computers and Information in Engineering

Conference, 2016.


	List of Figures
	List of Tables
	Abstract
	Introduction
	Human Upper-Limb Kinematics Model
	General Task-Based Methodology
	Virtual Reality for Rehabilitation
	Virtual Reality in Robotics System Design
	Augmented Reality for Robot Interaction
	Research Goals

	Kinematics of Human Upper-Limb
	Human Upper Limb Anatomy
	Human Motion Capture
	Kinematics Synthesis
	Design of Serial Robots
	Design of Robotic Hands

	Human Motion Synergy
	Kinematics Model I
	The Shoulder Complex
	Elbow and Wrist Joints
	Hand complex
	Generalized Inverse Kinematics
	Experimental Setup and Data Acquisition
	Calculation of Synergy
	Result Discussion

	Kinematics Model II
	Scapulohumeral Rhythm
	Spherical Fitting Methods
	Best Standard Deviation Method (BSTD)
	SCoRE and IHA
	Experimental Design
	Glenohumeral Joint Location Algorithm
	Results Discussion


	A 2-DOF Parallel Manipulator for Shoulder Complex
	DOF based on Reciprocal Screw System
	Point Synthesis Formulation
	Result
	Workspace Analysis

	General Task-Based Methodology Design
	Design Process
	Human Motion Capture
	Kinematics Synthesis
	Type Synthesis for Exoskeletons
	Dimensional Synthesis for Exoskeleton

	An Example of Exoskeleton Design for Thumb Motions
	Mechanism Selection
	Bricard Kinematics Synthesis
	Prototype


	Virtual Reality and Its Applications in Rehabilitation and Robotics
	VR Concepts and Tools
	Uses in Rehabilitation
	VR requirements
	Games


	Uses in Robotics
	VR Requirements
	VR Synthesis of Robotics System
	VR Synthesis Example



	Augmented Reality and Its Application in Robotics
	Augmented Reality Concepts
	Augmented Reality Tools
	Hardware
	Software

	Augmented Reality Platform for Robot-Human Interaction
	Main Menu Front-End
	Communication
	Asynchronous Operations
	Control Panel


	Conclusion
	Contribution
	Outlook

	References
	Appendix Mocap Toolbox
	Appendix Comparison For GH Location
	Appendix Publications

